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We study a system consisting of diffusively coupled noisy bistable elements on a scale-free random network.
This system exhibits an order-disorder phase transition as the noise intensity is varied. The phase ordering process
takes place consecutively and in order of the degrees, reflecting strong degree heterogeneity of the scale-free
network. A nonlinear Fokker-Planck equation describing the network dynamics is derived under mean-field
approximation of the network, and is used to explain the phase ordering dynamics of the system.
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I. INTRODUCTION

Collective phenomena exhibited by systems consisting of
interacting dynamical or stochastic elements have been the
subject of significant attention over the past few decades
[1–31]. One of the simplest mathematical models of such
systems is an ensemble of coupled noisy bistable elements
[5–8], where each individual element is described by a normal
form of the pitchfork bifurcation, subjected to independent
noise. If these elements are spatially distributed and diffusively
coupled with their nearest neighbors, the system is equivalent
to the time-dependent Ginzburg-Landau equation in the
continuum limit, describing the kinetics of a nonconserved
order parameter [8–10].

A system consisting of noisy bistable elements with mean-
field coupling has also been studied in detail in Refs. [5–7]
and has been shown to exhibit an order-disorder phase
transition. In particular, Shiino [7] established the H-theorem
for the nonlinear Fokker-Planck equation (NLFPE) describing
the system in the continuum limit and thereby ensuring
monotonous relaxation of the system into its final stationary
states. Frank et al. [32,33] later extended the H-theorem to
NLFPEs that describe more general systems.

In this paper, we analyze a system of noisy bistable elements
that are diffusively coupled on a scale-free random network
[34]. Recent studies of dynamical processes on complex
networks have revealed that the topology of the network
linking the elements plays a critical role on their collective
behavior, as, for example, in the case of synchronization
transition of nonlinear oscillators [19–22], in pattern formation
in activator-inhibitor systems [23–27], and in stochastic
resonance of coupled noisy bistable systems [29–31]. We
generalize the previous studies for globally coupled noisy
bistable systems [5–7] to network-organized systems and
analyze their nontrivial phase-ordering dynamics. We show
that the system exhibits an order-disorder phase transition, and
the relaxation process of the system towards stationary states
depends heavily on the degrees of the elements. We employ the
mean-field approximation of the scale-free network to derive
a set of NLFPEs approximating the network dynamics. The

properties of the stationary states and the relaxation processes
are argued on the basis of the approximate NLFPEs.

II. MODEL

A. Coupled noisy bistable elements

We consider a system consisting of noisy bistable elements
on a scale-free network, in which each element is described
using a scalar variable x, obeying a normal form of the
pitchfork bifurcation, ẋ(t) = x − x3. The fixed points at x =
±1 are stable when the element is isolated, whereas the fixed
point at x = 0 is unstable. We consider N such elements
that are diffusively coupled through a random scale-free
network and are subjected to independent noise. This system
is described using coupled Langevin equations as

ẋi(t) = xi − x3
i + ϵ

N∑

j=1

aij (xj − xi) + ξi(t), (1)

for i = 1, . . . ,N , where xi represents the state of the ith
element, ϵ is the intensity of the diffusive coupling, {aij } is
an adjacency matrix specifying the topology of the coupling
network (aij = 1 when nodes i and j are connected and aij = 0
otherwise), and ξi(t) represents Gaussian white noise char-
acterized by ⟨ξi(t)⟩ = 0 and ⟨ξi(t1)ξj (t2)⟩ = 2Dδ(t1 − t2)δij

with the noise intensity D. The degree (i.e., the number
of links) of the ith element is given by ki =

∑N
j=1 aij . We

generate a random scale-free network using the configuration
model [35], the degree distribution of which follows the
power law, r(k) ∼ k−γ , where 2 < γ ! 3. The network is
assumed connected, undirected (aij = aji), and does not have
self-loops (aii = 0). We fix the minimum degree at kmin = 6
and the exponent of the power law at γ = 2.5 in the numerical
simulations [36].

Equation (1) could be considered, for example, a simple
mathematical model of opinion dynamics or consensus forma-
tion in network-organized communities of agents [37] or of a
natural or artificial signaling network [29,38–40] that exhibits
bistable or two-state behavior. Mathematical models similar to
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Eq. (1) have been considered by Kouvaris et al. [27] regarding
traveling and stationary patterns (for the noiseless case) and in
Acebrón et al. [29] and in Perc et al. [30,31], where they are
used to study stochastic resonance of the network with weak
periodic signals.

The coupling term in Eq. (1) describes a Laplacian diffusion
on the network. If the network is globally connected (aij =
1 − δij ), the coupling term is expressed as

∑N
j=1 aij (xj −

xi) = N (x̄ − xi) with x̄ =
∑N

j=1 xj/N denoting the mean
field of the network. A system of globally coupled noisy
bistable elements has been studied based on the NLFPE in
the continuum limit (N → ∞) [5–7]. The system has been
shown to exhibit an order-disorder phase transition, and the
convergence of the system to the stationary state has been
proven using the H-theorem [7]. Our focus in this study is
on the effect of the heterogeneous coupling network on the
dynamics expressed by Eq. (1).

B. Phase ordering process

We first illustrate typical behavior of the system by direct
numerical simulations. The initial state of the system at t = 0 is
a narrowly disturbed homogeneous state near x = 0, i.e., each
xi(0) (i = 1, . . . ,N) is drawn independently from a sharply
peaked Gaussian distribution,

P0(x) = 1√
2πσ 2

exp
[
− (x − µ)2

2σ 2

]
, (2)

where µ = 0.02 and σ = 0.01. Here µ is assumed to have a
slightly positive value in order to avoid complete symmetry
in the initial distribution, which would lead to sensitive
dependence to tiny fluctuations in the earlier stage of evolution.

Figure 1 shows snapshots of the system during the evolution
process. The state of each element xi(t) on the network
is plotted with respect to the degree ki (i = 1, . . . ,N),
which provides a convenient one-dimensional visualization of
the patterns on a complex network [19–23]. The stars and
squares represent the fixed points under the mean-field
approximation of the network.

When the system starts evolution at t = 0 from a slightly
disturbed homogeneous state, those elements with relatively
small degrees (ki < 50 in the present case) rapidly separate
into two branches, whereas those with relatively large degrees
(ki > 50) do not. The whole system therefore exhibits
pitchfork-shaped patterns in the early stage of evolution
(2 < t < 10). We can explain this as follows: Equation (1)
can be rewritten as

ẋi(t) = xi − x3
i + ϵki [x̄i(t) − xi] + ξi(t), (3)

where ki =
∑N

j=1 aij is the degree of the ith element and

x̄i(t) = 1
ki

N∑

j=1

aij xj (t) (4)

is the local field experienced by the ith element. At the very
beginning of the evolution, all |xi(t)| have small values. Thus,
the local field of each element is almost negligible, x̄i(t) ≈ 0,
and the element approximately obeys the following equation:

ẋi(t) = (1 − ϵki)xi − x3
i + ξi(t). (5)
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FIG. 1. (Color online) Snapshots of the distribution of the
elements during numerical evolution of Eq. (1) at (a) t = 0, (b) t = 2,
(c) t = 10, (d) t = 100, (e) t = 500, and (f) t = 10 000, where the
state xi of the element i is plotted as a function of the degree ki for
i = 1, . . . ,N . The black stars and the blue squares represent stable
and unstable fixed points of Eq. (7) under mean-field approximation,
respectively, where x̄(t) is set to the mean field estimated using Eq. (6)
from the states of the elements for each t . The network parameters are
N = 1800, kmin = 6, and γ = 2.5, yielding kmax = 87. The system
parameters are ϵ = 0.02 and D = 0.02.

Therefore, the elements with ϵki < 1 (ki < 50 when ϵ = 0.02)
separate into two branches, becoming bimodally distributed,
whereas those with ϵki > 1 (ki > 50 when ϵ = 0.02) do not
separate and retain a unimodal distribution.

As the elements with ki < 50 separate into the two
branches, each local field x̄i(t) gradually deviates from 0,
and the system starts to be distorted from its pitchfork-shaped
pattern. The characteristic boundary degree kc separating the
bimodal and unimodal distributions gradually decreases due
to the increase in distortion (more precisely, due to the shift in
the mean field caused by the distortion; see later sections).
In the case of Fig. 1, it can be seen that the unimodally
distributed elements (ki > kc) as well as those elements that
have separated into the upper branch (ki < kc) move rapidly
upward to form an upper group (t = 100).

A slow phase ordering process sets in as the system evolve
further (t = 500), and the elements that have separated into
the lower branch (ki < kc) start to slowly relax. Namely, those
elements in the lower branch slowly drift upward one by one to
combine with the upper group. Among the separated elements
belonging to the lower branch, elements with larger degrees
join the upper group more rapidly, whereas those with smaller
degrees take a longer time. Thus, the bimodal distribution of
the elements with ki < kc that has formed in the early stage
slowly transforms to a unimodal distribution centered near
x = 1 consecutively in decreasing order of the degrees.

The majority of the elements eventually join the upper
group (t = 10 000); only a small number of elements remain
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in the lower branch and only the upper group near x = 1
survives (it is possible that elements in the lower branch
completely disappear in numerical simulations using a finite
number of elements). Though survival of the upper group was
mostly observed in the numerical simulations because initial
distributions with µ > 0 were used, it is possible that the lower
group around x = −1 also survives, reflecting the symmetry
of Eq. (1) with respect to x ↔ −x.

We here note that the parameter values used in Fig. 1, i.e.,
the coupling intensity ϵ, the minimum degree kmin, and the
maximum degree kmax (which is determined by the number of
elements N ), are chosen to satisfy ϵkmin < 1 < ϵkmax, so we
can observe the coexisting unimodal and bimodal distributions
of the elements in the early stages of the simulation. If this
condition is satisfied, coexistence of unimodal and bimodal
distributions is expected at the beginning of the evolution,
because Eq. (5) has a single fixed point when ϵki > 1 and
two fixed points when ϵki < 1. If we use different parameter
values, we may observe only one of the distributions from the
beginning. The final stationary states can also be unimodal,
bimodal, or mixed, depending on the parameters. (See Sec. IV
for more details, where the final stationary states are presented
for other parameter values.)

In any case, the phase ordering occurs and the approximate
symmetry of the early-stage distribution is broken when the
noise intensity D is in an appropriate range. As we will argue in
the following sections, when D exceeds a certain critical value,
denoted by Dc, phase ordering does not occur and the sym-
metry of the distribution with respect to x ↔ −x is recovered.
The total relaxation time of the whole system depends strongly
on how the elements separate into branches in the early stage
of evolution. Generally, when the distribution of the elements
is completely unimodal, the relaxation occurs very quickly. In
contrast, when the distribution becomes completely bimodal,
the relaxation time may become significantly large.

III. MEAN-FIELD APPROXIMATION AND THE
CONTINUUM LIMIT

A. Mean-field approximation

To understand the dynamics of the system, we adopt the
mean-field approximation of the scale-free network [19–23,41,
42]. It is known that the mean-field approximation works well
for large random scale-free networks if the degree correlation
is weak [43]. In the present case, employing the mean-field
approximation is equivalent to ignoring the actual connection
topology and retaining only the degrees. Namely, the local field
x̄i(t) defined in Eq. (4) is simply replaced by a degree-weighted
mean field x̄(t) defined by

x̄(t) = 1
N

N∑

j=1

kj

k̄
xj (t) (6)

for all i, where k̄ = 1
N

∑N
j=1 kj is the mean degree of the

network. Under this approximation, each set of elements that
share the same degree statistically obey the same dynamics.
Namely, the state variable x of any element with degree k is
supposed to obey the following Langevin equation:

ẋ(t) = x − x3 + ϵk [x̄(t) − x] + ξ (t), (7)

for k = kmin, . . . ,kmax, where the noise ξ (t) is independent for
each element.

If we now assume that the value of the mean field x̄(t) is
externally provided, Eq. (7) simply describes a single element
subjected to the external field and noise. Further, if the mean
field x̄(t) varies at a slower rate compared to the individual
states of the elements [19–23], we expect that the value of
the state variable x will fluctuate around the stable fixed
points of the deterministic part. The stars in Fig. 1 indicate
the stable fixed points of Eq. (7), where x̄(t) is set to the
mean field of the system calculated using Eq. (7) from the
instantaneous distribution of elements at each instant of t .
They are determined by x̄(t) and are thus time dependent. As
can clearly be observed, the stable fixed points reasonably fit
the backbones of the actual patterns, and the unstable fixed
points act as a potential barrier that repels the elements in the
later stage of the evolution, i.e., for the case where x̄(t) varies
at a slower rate than the individual elements.

Since the elements are subjected to noise, they tend to
distribute around the more stable fixed point with greater
probability. We can introduce the following potential function:

V (x) = V0(x) + ϵk
[x − x̄(t)]2

2
, (8)

where

V0(x) = −x2

2
+ x4

4
, (9)

for a given value of the mean field x̄(t), such that −dV/dx =
x − x3 + ϵk[x̄(t) − x] holds. In this case, the more stable
fixed point, denoted here by xg(k), corresponds to the global
minimum of the above V (x) in Eq. (8), likewise the less stable
(metastable) fixed point, xm(k), corresponds to the other local
minimum, and the unstable fixed point, xu(k), corresponds to
the local maximum.

B. Nonlinear Fokker-Planck equation

Next we take the continuum limit (N → ∞) in order
to derive a NLFPE that approximates the original network
system. The mean field x̄(t) can be rewritten as

x̄(t) =
kmax∑

k=kmin

⎧
⎨

⎩
N (k)
N

1
N (k)

N∑

j=1

δ(kj = k)
kj

k̄
xj (t)

⎫
⎬

⎭ , (10)

where δ(kj = k) is Kronecker’s δ function and N (k) =∑N
j=1 δ(kj = k) is the number of elements with degree k.

Taking the N → ∞ limit and introducing a probability density
function (PDF) P (x,t ; k) of the state x of the element with
degree k at time t , the mean field can be expressed as

⟨x⟩(t) =
kmax∑

k=kmin

k

⟨k⟩
r(k)

∫ ∞

−∞
P (x,t ; k)xdx, (11)

where r(k) = limN→∞ N (k)/N is the degree distribution
of the network and the mean degree is given by ⟨k⟩ =∑kmax

k=kmin
r(k)k. We introduced here the notation ⟨·⟩ to distin-

guish the continuum limit from the finite N case.
Thus, in the continuum limit, i.e., in the limit of N →

∞ while retaining the degree distribution r(k), the PDF
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FIG. 2. (Color online) Snapshots of the probability density func-
tion P (x,t ; k) for k = kmin, . . . ,kmax during the numerical evolution
of the nonlinear Fokker-Planck equation (12) at (a) t = 0, (b) t = 2,
(c) t = 10, (d) t = 100, (e) t = 500, and (f) t = 10 000, where
P (x,t ; k) is shown in the density plot (the bars indicate values
of the probability densities). The network parameters are kmin = 6,
kmax = 87, and γ = 2.5, which are chosen to be the same as those
used in Fig. 1, and the system parameters are ϵ = 0.02 and D = 0.02.

P (x,t ; k) of the elements with degree k obeys the following
NLFPE:

∂P (x,t ; k)
∂t

= − ∂

∂x
[{x − x3 + ϵk[⟨x⟩(t) − x]}P (x,t ; k)]

+D
∂2P (x,t ; k)

∂x2
(12)

for k = kmin, . . . ,kmax, where ⟨x⟩(t) is given by Eq. (11).
Note that P (x,t ; k) is normalized as

∫ ∞
−∞ P (x,t ; k)dx = 1

for each k, and the degree distribution r(k) is normalized as∑kmax
k=kmin

r(k) = 1.

C. Evolution of the probability density functions

Figure 2 shows typical snapshots of the PDF P (x,t ; k) with
respect to the degree k obtained in the course of the numerical
evolution of the NLFPE (12). See Fig. 1 for a comparison.
The system parameters are fixed at the same values as those
used in Fig. 1. The degree distribution is adjusted to that of the
original network system (kmin = 6, kmax = 87, and γ = 2.5)
and the system parameters ϵ and D are also the same. The
initial distribution of the NLFPE also corresponds to that of
the network, i.e., it is represented by a sharply peaked Gaussian
distribution Eq. (2) with µ = 0.02 and σ = 0.01 for all k =
kmin, . . . ,kmax.

As the system starts evolution at t = 0, the PDF P (x,t ; k)
of the elements with relatively small degrees (approximately
satisfying ϵk < 1, k < 50 when ϵ = 0.02) rapidly becomes
bimodal. On the other hand, the PDF for elements with
relatively large degrees (ϵk > 1, k > 50 when ϵ = 0.02)
remain unimodal. The entire system therefore exhibits a
distorted pitchfork-shaped pattern in the early stage (2 < t <
10). As it evolves, the mean field gradually deviates from

zero (⟨x⟩ ≈ 0.40 at t = 10) and the pitchfork-shaped pattern
is further distorted, so the boundary degree kc separating the
bimodal and unimodal distributions gradually decreases. The
unimodal PDF with larger k (k > kc) and the upper branch
of the bimodal PDF with smaller k (k < kc) rapidly form an
upper group near x = 1 (t = 100). The slow phase ordering
process then sets in and the leftover lower branch of the PDF
with k < kc slowly relaxes into the upper group (t = 500).
Eventually, the whole system relaxes to almost unimodal
distributions around x = 1 for all k (t = 10 000).

Similarly to the previous case, the relaxation time largely
varies depending on whether the PDF is unimodal or bimodal
in the early stage of system evolution. The unimodal PDF
moves up rapidly and forms the upper group near x ≈ 1.
In comparison, the bimodal PDF takes a much longer time
to transform into a unimodal PDF and converges with the
upper group. With respect to the bimodal PDFs for various
degrees, those with relatively large degrees relax faster,
whereas those with relatively smaller degrees take much longer
time to converge. Thus, the relaxation process also occurs
consecutively in order of the degree k, as in the previous
simulation of the original network system.

The above results indicate that the approximate NLFPE re-
produces the stationary properties and the relaxation dynamics
of the original network system reasonably well.

IV. STATIONARY STATES

A. Stationary PDFs of the nonlinear Fokker-Planck equation

We first examine stationary properties of the NLFPE (12).
We assume that the mean field ⟨x⟩(t) is fixed at some pre-
sumed value. The NLFPE is then decoupled into independent
equations for different values of k, and the stationary solution
for each k is given by,

Pst(x; k) ∝ exp
{
−V0(x)

D
− ϵk

[x − ⟨x⟩]2

2D

}
. (13)

When the mean field ⟨x⟩ satisfies self-consistency and stability,
this distribution will also be a global stationary solution for the
whole NLFPE (as discussed in detail for the globally coupled
case [6,7]).

Let x(0) and x(1) denote the presumed and resulting values
of the mean field, respectively. The resulting mean field x(1)

can be expressed as

x(1) =
k=kmax∑

k=kmin

k

⟨k⟩
r(k)x(1)

k ,

(14)
x

(1)
k =

∫ ∞

−∞
Pst(x; k)xdx,

where Pst(x; k) is given by Eq. (13) with ⟨x⟩ = x(0). For the
self-consistency, x(0) should be equal to x(1). We denote by x∗

one of the stable self-consistent solutions to x(0) = x(1).
Figure 3 plots x(1) as a function of x(0) for typical cases. The

self-consistent solution x∗ is provided by one of the intersec-
tions of the diagonal line and the curve of x(1). Two nonzero
stable solutions x∗ are possible when dx(1)/dx(0)|x(0)=0 > 1
(Fig. 3, D = 0.02). Similarly, when dx(1)/dx(0)|x(0)=0 < 1,
only a single stable solution exists, i.e., x∗ = 0 due to
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FIG. 3. (Color online) Dependence of the resulting mean field
x(1) on the presumed mean field x(0) calculated from Eqs. (13) and
(14) for D = 0.02 < Dc and D = 0.4 > Dc. The parameter values
are kmin = 6, kmax = 87, γ = 2.5, and ϵ = 0.02.

symmetry (Fig. 3, D = 0.4). It can generally be shown that
dx(1)/dx(0)|x(0)=0 < 1 as D → ∞ and dx(1)/dx(0)|x(0)=0 > 1
as D → +0 [see Eqs. (A1), (A2) and (A5) in Appendix A].
Therefore, a finite critical value for D (denoted by Dc) exists
at which the number of self-consistent solutions x∗ changes
when kmax is finite, such that there exist two nonzero stable
solutions if D < Dc and a single zero solution if D > Dc.
Namely, the noise intensity D plays the role of a bifurcation
parameter. The stationary PDF of the NLFPE is symmetric
with respect to x ↔ −x for all k when x∗ = 0, whereas their
symmetry is broken when |x∗| > 0. We henceforth denote
the symmetric system state (with x∗ = 0) as disordered and the
asymmetric system state (with |x∗| > 0) as ordered. From the
above results, we expect that the original network system also
exhibits an order-disorder transition at D = Dc.

B. Order-disorder transition

We here compare the self-consistent stationary solutions
x∗ of the approximate NLFPE with the mean field x̄ of the
original network system sufficiently after the initial relaxation.
Figures 4(a)–4(c) show their absolute values |x̄| and |x∗| (the
system is statistically symmetric with respect to x ↔ −x) as
functions of D for ϵ = 0.005 (a), ϵ = 0.02 (b), and ϵ = 0.2
(c). For each figure, we obtained the residence time distribution
of x̄ using direct numerical simulations of the network in the
steady state (shown in the density plot) and the self-consistent
solutions of the NLFPE, x∗ (solid curves). The critical noise
intensities of the NLFPE are estimated to be Dc ≈ 0.077 in
(a), Dc ≈ 0.184 in (b), and Dc ≈ 0.878 in (c). When D > Dc,
the NLFPE is in the disordered phase and x∗ = 0. As D is
decreased below Dc, the NLFPE enters the ordered phase
and |x∗| begins to grow. We have numerically checked that
this transition is continuous and the exponent is classical, i.e.,
|x∗| ∼ (Dc − D)1/2. The location of the distribution of x̄ for
the network is in reasonable agreement with the self-consistent
solution x∗. Figure 4(d) illustrates the dependence of the
critical noise intensity Dc on the coupling intensity ϵ, where

FIG. 4. (Color online) [(a)–(c)] Dependence of the mean field on
the bifurcation parameter D near the critical point for (a) ϵ = 0.005,
(b) ϵ = 0.02, and (c) ϵ = 0.2. The distribution of the residence time
τ (x) during which |x̄| stayed in the range x ! |x̄| < x + )x is
depicted in the density plot (the bars indicate values of the probability
densities), where )x = 0.02 and τ (x) is normalized as

∑
x τ (x) = 1.

The solid lines show self-consistent solutions x∗ of the NLFPE,
and the broken line indicates Dc, the critical point of the NLFPE.
(d) Dependence of the critical value Dc on the coupling intensity
ϵ. The parameters of the network are kmin = 6, kmax = 87, and
γ = 2.5.

Dc is determined using the condition dx(1)/dx(0)|x(0)=0 = 1.
The critical value Dc is generally an increasing function of ϵ.

Figure 5 compares snapshots of the original network
system sufficiently after initial relaxation [Figs. 5(a)–5(c)]
with the stationary PDFs of the NLFPE, i.e., Eq. (13) with
the mean field ⟨x⟩ substituted by the self-consistent solution x∗

[Figs. 5(d)–5(f)]. The parameter ϵ satisfies ϵkmin < 1 < ϵkmax,
so the system exhibited pitchfork-shaped pattern in the early
stage of evolution. Stable fixed points of Eq. (7) with x̄ = x∗

of the NLFPE (12) are also shown in Figs. 5(a)–5(c). We can
observe that there is a reasonably good correspondence be-
tween the stationary PDFs of the NLFPE and the distributions
of the elements of the original network system.

When the noise intensity D is sufficiently smaller than
the critical value Dc, the system is deep in the ordered
phase [Figs. 5(a) and 5(d)]. The upper group around x = 1
survives in the original network model, yielding x̄ ≈ 1.
Correspondingly, the self-consistent solution of the NLFPE
yields x∗ ≈ 1 and the stationary PDF Pst(x; k) is a narrowly
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FIG. 5. (Color online) [(a)–(c)] Typical snapshots of the original network system with N = 1800 elements sufficiently after initial relaxation
obtained by direct numerical simulation of Eq. (1) at ϵ = 0.02 (which satisfies the condition ϵkmin < 1 < ϵkmax). The black stars and blue
squares depict stable and unstable fixed points of Eq. (7), respectively, where the mean field x̄ is estimated using Eq. (6). [(d)–(f)] Stationary
probability density functions Pst(x; k) of the nonlinear Fokker-Planck equation at ϵ = 0.02, shown in the density plot (the bars indicate values
of the probability densities). The noise intensity is specified as D = 0.02 in (a) and (d), D = 0.14 in (b) and (e), and D = 0.2 in (c) and (f).
The parameters of the network are kmin = 6, kmax = 87, and γ = 2.5.

peaked unimodal function near x = 1 for all k. Regarding the
stable fixed points of Eq. (7), only the upper branch remains
for relatively large k, whereas the lower branch also persists
for sufficiently small k. However, the stability of the persisting
lower branch is very low and thus the probability density
around it is invisible in the figure.

As D approaches Dc, the upper group becomes more
broadly distributed, especially for small k. Those elements
with smaller degrees tend to jump between upper and lower
groups more frequently on the network, so Pst(x; k) of the
corresponding NLFPE becomes wider and slightly bimodal.
Since the system is in the ordered phase, the distribution of
the elements is still asymmetric and, therefore, the mean field
x̄ remains nonzero.

When D exceeds Dc [Figs. 5(c) and 5(f)], the system enters
the disordered phase. The distribution of the elements recovers
symmetry with respect to x ↔ −x, and Pst(x; k) of the NLFPE
settles into a stable pitchfork pattern, which is bimodal for
smaller values of k and unimodal for larger values of k.
Because of the strong noise, the distributions of the elements
and the corresponding PDFs are much broader than those in
the ordered phase.

Figure 6 shows the other cases with ϵkmax < 1 or ϵkmin > 1,
where typical snapshots of the original network system
sufficiently after the initial relaxation and the stationary
PDFs of the NLFPE are compared. When ϵkmax < 1
[Figs. 6(a)–6(c)], the early-stage distribution is bimodal for all
k. As the system relaxes, the distribution becomes unimodal
(D ≪ Dc), partly bimodal (D close to Dc), or completely
bimodal for all k (D > Dc). In contrast, when ϵkmin > 1
[Figs. 6(d)–6(f)], the early-stage distribution is unimodal for
all k from the beginning and quickly relaxes either to a narrow
unimodal distribution near x = 1 (D ≪ Dc) to a slightly
broader unimodal distribution in 0 < x < 1 (D close to Dc)
or to a broad unimodal distribution around x = 0 (D > Dc),
depending on the parameters. In any case, a symmetry-
breaking order-disorder phase transition occurs at D = Dc

in the original network system as well as in the approximate
NLFPE. The results of both systems agree reasonably.

C. H-theorem for the nonlinear Fokker-Planck equation

It can also be shown that the H-theorem holds for the
NLFPE (12), which ensures monotonous convergence of the
NLFPE to a stable stationary solution. We can define a Lya-
punov functional I of the PDF P (x,t ; k) for k = kmin, . . . ,kmax
as

I =
∑

ℓ

r(ℓ)
∫

P (x,t ; ℓ)
[

ln P (x,t ; ℓ) + V0(x)
D

]
dx

+ ϵ

2D⟨k⟩
∑

ℓ

ℓr(ℓ)
∑

m

mr(m)

×
∫∫

P (x,t ; ℓ)P (y,t ; m)
(x − y)2

2
dxdy, (15)

which decreases monotonously with the evolution of the
NLFPE [7,32] and is minimized when P (x,t ; k) reaches
the self-consistent solution for all k. See Appendix B for a
discussion of the Lyapunov functional I .

V. RELAXATION PROCESS

A. Consecutive phase ordering

We here focus on the phase ordering process of the
system, assuming that the noise intensity D is sufficiently
smaller than the critical value Dc. We also assume that
the diffusion constant ϵ satisfies ϵkmin < 1 < ϵkmax, which
leads to formation of the pitchfork-shaped distribution in the
early stage of system evolution. The unimodally distributed
elements (with relatively large k) along with the upper branch
of the bimodally distributed elements (with relatively small k)
quickly form the upper group. Slow relaxation of the elements
into the upper group, which are initially in the lower branch of
the bimodal distribution, occurs consecutively and in order of
their degrees.
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FIG. 6. (Color online) Typical snapshots of the original network
system with N = 1800 elements sufficiently after initial relaxation
(left column) and the stationary probability density functions of the
nonlinear Fokker-Planck equation (right column, shown in the density
plot where the bars indicate values of the probability densities).
The black stars and blue squares in left column depict stable and
unstable fixed points of Eq. (7), respectively, where the mean field x̄

is estimated using Eq. (6). [(a)–(c)] ϵ = 0.005 (satisfying ϵkmax < 1)
with (a) D = 0.01, (b) D = 0.07, and (c) D = 0.1. [(d)–(f)] ϵ = 0.2
(satisfying ϵkmin > 1) with (d) D = 0.02, (e) D = 0.7, and (f) D = 1.
The parameters of the network are kmin = 6, kmax = 87, and γ = 2.5.

The consecutive relaxation process can be visualized by
plotting the evolution of x̄k , i.e., the mean field of the elements

FIG. 7. (Color online) (a) Evolution of x̄k of the elements with
degree k of the original network system (N = 1800) and ⟨x⟩k of the
approximate NLFPE for several values of k. (b) Evolution of x̄k and
the stable fixed point xg(k) minimizing Eq. (8) for several values of
k, where xg(k) is calculated by using the mean field x̄ = ⟨x⟩ obtained
from the NLFPE. (c) Snapshots of x̄k and ⟨x⟩k plotted as functions
of k at several values of t . (d) Snapshots of x̄k and xg(k) plotted as
functions of k for several values of t . The system parameters are
N = 1800, kmin = 6, kmax = 87, γ = 2.5, D = 0.02, and ϵ = 0.02.
The mean field of the original network system is averaged over 50
realizations.

with degree k. For the original network system, x̄k is defined
as

x̄k(t) = 1
N (k)

N∑

j=1

δ(kj = k)xj (t), (16)

and for the approximate NLFPE, it can be calculated from
P (x,t ; k) as

⟨x⟩k(t) =
∫ ∞

−∞
P (x,t ; k)xdx. (17)

Figure 7(a) depicts the time evolution of x̄k(t) and ⟨x⟩k(t)
for several values of k, and Fig. 7(c) displays snapshots of
x̄k(t) and ⟨x⟩k(t) as functions of k during the evolution. The
values of x̄k(t) and ⟨x⟩k(t) are in qualitative agreement, though
⟨x⟩k(t) tends to relax faster than x̄k(t). From Figs. 7(a) and 7(c),
we can clearly observe that the relaxation process takes place
consecutively and in order of the degrees, and those elements
with larger degrees relax at a faster rate.

The late stage of evolution is shown in Figs. 7(b) and 7(d),
where each x̄k(t) or ⟨x⟩k(t) approaches the global minimum
xg(k) of V (x) in Eq. (8) with x̄(t) = ⟨x⟩(t) consecutively from
the elements with larger k [note that xg(k) still depends on time
during relaxation]. The value of x̄k(t) or ⟨x⟩k(t) then follows
the evolution of xg(k) as x̄(t) relaxes to the final stationary
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value x∗
g (k), which minimizes V (x) when x̄(t) is equal to the

self-consistent solution x∗.

B. Escape rate argument

To understand the dependence of the relaxation process
on the degrees of the elements, we here adopt the Kramers’
escape rate theory [44–47]. Namely, we focus on the group of
elements with relatively small degree k, which is bimodally
distributed in the early stage around the two stable fixed points.

We assume that each element escapes from a metastable
state (i.e., a less stable fixed point) xm(k) to a stable state
(more stable fixed point) xg(k) over the peak of a potential
barrier between them. We also assume that each element goes
over the barrier individually at a low rate, so the mean field
⟨x⟩(t) is maintained at an almost constant level when a single
element crosses the barrier, as actually observed in numerical
simulations.

Suppose that a particle driven by Gaussian white noise
escapes over a potential barrier of height Vu. The Kramers’
theory tells that the escape time T scales as T ∝ exp(Vu/D). In
the present case, the potential function V (x) is given by Eq. (8),
and the potential barrier Vu is expressed as the difference in
the potential V (x) between the unstable fixed point at xu(k)
and the less stable fixed point at xm(k),

Vu(⟨x⟩; k) = V (xu(k)) − V (xm(k))

=
{
V0(xu(k)) + ϵk

[xu(k) − ⟨x⟩]2

2

}

−
{
V0(xm(k)) + ϵk

[xm(k) − ⟨x⟩]2

2

}
, (18)

which depends on the degree k of the element and on the mean
field ⟨x⟩.

Figure 8 depicts the typical dependence of the potential
barrier Vu(⟨x⟩; k) on the degree k for ⟨x⟩ = 0 (a), ⟨x⟩ = 0.3
(b), ⟨x⟩ = 0.6 (c), and ⟨x⟩ = 0.9 (d), and for various values of
the coupling intensity ϵ. It is observed that Vu(⟨x⟩; k) decreases
approximately linearly with the degree k, so the escape time
decreases exponentially with k. Such linear dependence of
Vu(⟨x⟩; k) on k is generally observed in the range −1 < ⟨x⟩ <
1, and the largest value of the potential barrier Vu(⟨x⟩; kmin)
tends to decrease as the amplitude of the mean field |⟨x⟩|
increases. Therefore, as the system becomes more ordered and
|⟨x⟩| increases, the elements escape from the metastable state
is accelerated.

The escape rate argument provides a qualitative explanation
for the consecutive relaxation process in the order of degrees,
as well as the large differences observed between relaxation
times of the elements with different degrees.

C. Total relaxation time of the system

Figure 9 shows the evolution of the overall mean field x̄(t)
of the network and ⟨x⟩(t) of the NLFPE for various values
of coupling intensity ϵ. As can be observed in Fig. 9(a), the
relaxation is much faster when ϵ is larger, due to the fact that the
potential barrier Vu(⟨x⟩; k) is reduced for larger ϵ. Figure 9(b)
shows the total relaxation times for the original network system
and of the NLFPE with respect to ϵ and compares them with

FIG. 8. (Color online) Dependence of the potential barrier Vu

on the degree k for ⟨x⟩ = 0 (a), ⟨x⟩ = 0.3 (b), ⟨x⟩ = 0.6 (c), and
⟨x⟩ = 0.9 (d).

results obtained using the Kramers’ theory. From the escape
rate argument, we can expect the most time-consuming process
to be the relaxation of the elements with the lowest degree k =
kmin and therefore this dominates the total relaxation time of the
whole system. We consider a situation where all elements other
than those with the lowest degree kmin have already relaxed to
the upper group near x = x∗ ≈ 1. The value of the mean field
can then be approximately calculated as

x̄ ≃
kmax∑

k=kmin+1

N (k)
N

k

⟨k⟩
x∗ ≈ 0.8841 (19)

for the present situation with γ = 2.5 and kmax = 87. The
dashed line in Fig. 9(b) indicates the Kramers’ escape time,
T = C exp[−Vu(x̄; kmin)/D] for the elements with k = kmin,
where the prefactor C is determined by the least-squares fit.
The total relaxation times for the network and of the NLFPE
are fitted well by the longest escape time T of the elements
with the lowest degree, kmin. This result also supports the
theory that the escape rate argument can qualitatively explain
the relaxation dynamics of the system.

VI. CONCLUSIONS AND DISCUSSION

In this paper, we studied the phase ordering process of
diffusively coupled noisy bistable elements on scale-free
networks. We demonstrated that an order-disorder transition
similar to that of globally coupled systems also occurs in a
network-organized system, and we revealed the characteristic
degree dependence of the behavior. The mean-field approxi-
mation of the network was used to show that network patterns
can be fitted using the stable fixed points of the local dynamics
of individual elements that are subjected to the mean field
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FIG. 9. (Color online) (a) Evolution of the mean field x̄(t) during
the relaxation of the original network system (N = 1800, averaged
over 50 realizations) and the mean field ⟨x⟩(t) of the approximate
NLFPE at several values of ϵ. (b) Relaxation time T of the original
network system (N = 1800, averaged over 50 realizations) and of
the NLFPE, which is defined as the time taken for the overall mean
field x̄(t) or ⟨x⟩(t) to exceed 0.95 × x∗, plotted with respect to ϵ. The
dashed line is the Kramers’ escape time T = C exp[−Vu(x̄; kmin)/D]
with x̄ of Eq. (19), where the prefactor C is determined by the least-
squares fit. The network parameters are kmin = 6, kmax = 87, and
γ = 2.5, and the noise intensity is fixed at D = 0.02.

with degree-dependent coupling intensity in a late stage of
evolution. Then, using the NLFPE approximation of the origi-
nal system and the self-consistency analysis, we argued that an
order-disorder transition occurs in the original network system
and that the noise intensity acts as a bifurcation parameter in
the system. We also found that the relaxation of the system
toward the stationary state takes place consecutively in order
of the degrees and qualitatively explained the dependence on
the degrees based on the Kramers’ escape rate theory.

Though we are not considering specific real-world phenom-
ena in the present study, we note that bistability often arise in
models of social consensus formation. For example, the Sznajd
model [48], a well-known model of opinion formation in a
community that can reproduce empirical scaling properties
of real elections [49], behaves like a single bistable system
under certain conditions [50]. Thus, if such communities are
connected to form a network structure (see, e.g., Ref. [37] for
the majority model on two coupled networks), their dynamics
would be described by the network-organized bistable systems
similar to that we analyzed in the present study.

The strong dependence of the network dynamics on the
degree of the elements is commonly observed in various
models with scale-free network structures, which is also the
case in the present study. Though the focus of the present study
is on generic dynamical properties of the class of coupled
bistable dynamical systems on scale-free networks and not on
specific real-world systems, our theoretical findings may be
of potential relevance to the analysis of real-world network
dynamics.

ACKNOWLEDGMENTS

We gratefully acknowledge A. S. Mikhailov for useful
discussions and insightful comments. Y.A. is supported by
the JSPS Research Fellowships for Young Scientists. S.H.
acknowledges JSPS Fellowship for Research Abroad. H.N.
thanks KAKENHI (22684020, 25540108) from JSPS, CREST
Kokubu project from JST, and the FIRST Aihara project from
JSPS for financial support.

APPENDIX A: EXISTENCE OF SELF-CONSISTENT
SOLUTIONS

We here show that

∂x(1)

∂x(0)

∣∣∣∣
x(0)=0

< 1 when D → ∞ (A1)

and

∂x(1)

∂x(0)

∣∣∣∣
x(0)=0

> 1 when D → +0, (A2)

by generalizing the argument developed by Shiino [7] for
globally coupled systems, where x(0) and x(1) represent the
presumed and resulting values of the mean field, respectively.
The stationary PDF Pst(x; k) in Eq. (13) with ⟨x⟩ = x(0), which
satisfies the normalization condition

∫
Pst(x; k)dx = 1, can

explicitly be written as

Pst(x; k) = 1
zP (k)

exp
[
−V0(x)

D
− ϵk

(x − x(0))2

2D

]
,

(A3)

zP (k) =
∫

exp
[
−V0(x)

D
− ϵk

(x − x(0))2

2D

]
dx,

where zP (k) is the inverse of the normalization constant. The
resulting mean field x(1) defined in Eq. (14) can be expressed
as

x(1) =
∑

k

k

⟨k⟩
r(k)x(1)

k ,

(A4)
x

(1)
k = ⟨x⟩k =

∫
xPst(x; k)dx,

where ⟨·⟩k denotes the expectation with respect to Pst(x; k).
We first show that

∂x(1)

∂x(0)

∣∣∣∣
x(0)=0

=
kmax∑

k=kmin

k

⟨k⟩
r(k)

ϵk

D
⟨x2⟩k|x(0)=0, (A5)

where ⟨x2⟩k =
∫

x2Pst(x; k)dx. Differentiating the definition
of x(1) by x(0) yields

∂x(1)

∂x(0)
=

kmax∑

k=kmin

k

⟨k⟩
r(k)

∂x
(1)
k

∂x(0)
, (A6)

where

∂x
(1)
k

∂x(0)
= 1

zP (k)2

∫ {
zP (k)

∂

∂x(0)
−

(
∂zP (k)
∂x(0)

)}

× x exp
[
−V0(x)

D
− ϵk

(x − x(0))2

2D

]
dx, (A7)
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and the derivative of zP (k) can be calculated as

∂zP (k)
∂x(0)

= ϵk

D

∫
(x − x(0)) exp

[
−V0(x)

D
− ϵk

(x − x(0))2

2D

]
dx

= ϵk

D
zP (k)

∫
(x − x(0))Pst(x; k)dx

= ϵk

D
zP (k)

(
x

(1)
k − x(0)). (A8)

Thus, we obtain

∂x
(1)
k

∂x(0)
= ϵk

D

1
zP (k)

∫ (
x2 − xx

(1)
k

)

× exp
[
−V0(x)

D
− ϵk

(x − x(0))2

2D

]
dx

= ϵk

D

∫ (
x2 − xx

(1)
k

)
Pst(x; k)dx

= ϵk

D

{
⟨x2⟩k −

(
x

(1)
k

)2}

= ϵk

D

(
⟨x2⟩k − ⟨x⟩2

k

)
. (A9)

From this result and the fact that ⟨x⟩2
k = 0 when x(0) = 0,

Eq. (A5) follows.
We now show that

∂x(1)

∂x(0)

∣∣∣∣
x(0)=0

=
kmax∑

k=kmin

k

⟨k⟩
r(k)

ϵk

D
⟨x2⟩k|x(0)=0 < 1

(A10)
when D → ∞

and

∂x(1)

∂x(0)

∣∣∣∣
x(0)=0

=
kmax∑

k=kmin

k

⟨k⟩
r(k)

ϵk

D
⟨x2⟩k|x(0)=0 > 1

(A11)
when D → +0,

hold, which we used in the main text.
We first consider Eq. (A10). In order to confirm this

inequality, we show that (ϵk/D)⟨x2⟩k|x(0)=0 → 0 as D → ∞
for finite k. By definition, (1/D)⟨x2⟩k|x(0)=0 is expressed as

1
D

⟨x2⟩k|x(0)=0 = 1
D

∫
x2 exp

[
−V0(x)

D
− ϵk x2

2D

]
dx

∫
exp

[
−V0(x)

D
− ϵk x2

2D

]
dx

= 1
D

∫
x2 exp(+/D)dx∫

exp(+/D)dx
, (A12)

where

+(x) ≡ −V0(x) − ϵk
x2

2
(A13)

is defined. Since V0(x) is a quartic function in x, we can
introduce three constants, M , K1, and K2, such that

−K2x
4 − M ! +(x) ! −K1x

4 + M (A14)

is satisfied. Using Eq. (A14), we can show that
∫
x2 exp(+/D)dx∫

exp(+/D)dx
!

∫
x2 exp

[−K1x
4+M

D

]
dx

∫
exp

[−K2x4−M
D

]
dx

=
exp(2M/D)D1/2

∫
X2 exp(−K1X

4)dX∫
exp(−K2X4)dX

,

(A15)

where we defined X = D−1/4x. Thus,

0 ! lim
D→∞

1
D

⟨x2⟩k|x(0)=0

! lim
D→∞

exp(2M/D)D−1/2

∫
X2 exp(−K1X

4)dX∫
exp(−K2X4)dX

= 0,

(A16)

holds, i.e.,

lim
D→∞

ϵk

D
⟨x2⟩k|x(0)=0 = 0 (A17)

for finite k. Therefore, for finite kmax,

lim
D→∞

kmax∑

k=kmin

k

⟨k⟩
r(k)

ϵk

D
⟨x2⟩k|x(0)=0 = 0 (A18)

holds, so Eq. (A10) is satisfied.
Next, we show that Eq. (A11) asymptotically holds in the

limit D → +0 for finite k. We first consider the case that +(x)
has two extrema at x ̸= 0 (ϵk < 1) and denote the location
of the extrema as x = (xS)i (i = 1,2). We expand +(x) in a
Taylor series around (xS)i as

+(x) = A − ai[x − (xS)i]2 + · · · , (A19)

where

ai > 0, A = max
x

+(x). (A20)

Using the saddle approximation
∫

f (x)eK+(x)dx =
∑

i

eK+[(xS)i ] ×

√
2π

K|+′′ [(xS)i] |

× {f [(xS)i] + O(K−1)}
when K → ∞ (A21)

with f (x) = x2 or f (x) = 1, K = 1/D, |+′′ [(xS)i] | = 2ai ,
and + [(xS)i] = A, we can show that

⟨x2⟩k|x(0)=0 →
eA/D

∑2
i=1

(
Dπ
ai

)1/2{(xS)2
i + O(D)

}

eA/D
∑2

i=1

(
Dπ
ai

)1/2{1 + O(D)}

=
∑2

i=1

( 1
ai

)1/2{(xS)2
i + O(D)

}

∑2
i=1

( 1
ai

)1/2{1 + O(D)}
> 0 (A22)

is asymptotically satisfied in the limit D → +0. Therefore, for
finite k,

lim
D→+0

ϵk

D
⟨x2⟩k|x(0)=0 = ∞ (A23)

holds. We next consider the case that +(x) takes a single
maximum at x = 0, i.e., when ϵk > 1, where k is assumed
to be finite. In this case, by defining X = (ϵk/D)1/2x,
(ϵk/D)⟨x2⟩k|x(0)=0 can be transformed as

lim
D→+0

ϵk

D
⟨x2⟩k|x(0)=0

= lim
D→+0

ϵk

D

∫
x2 exp

[( 1
2D

− ϵk
2D

)
x2 − 1

4D
x4

]
dx

∫
exp

[( 1
2D

− ϵk
2D

)
x2 − 1

4D
x4

]
dx
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= lim
D→+0

∫
X2 exp

[
− 1

2

(
1 − 1

ϵk

)
X2 − DX4

4ϵ2k2

]
dX

∫
exp

[
− 1

2

(
1 − 1

ϵk

)
X2 − DX4

4ϵ2k2

]
dX

=
∫

X2 exp
[
− 1

2

(
1 − 1

ϵk

)
X2

]
dX

∫
exp

[
− 1

2

(
1 − 1

ϵk

)
X2

]
dX

. (A24)

Performing the Gaussian integral, we can show that

lim
D→+0

ϵk

D
⟨x2⟩k|x(0)=0 =

√
1

1 − 1
ϵk

=
√

ϵk

ϵk − 1
> 1. (A25)

From this result and Eq. (A23), we can show that (ϵk/D)
⟨x2⟩k|x(0)=0 > 1 for arbitrary k, i.e., Eq. (A11) is satisfied.

APPENDIX B: LYAPUNOV FUNCTIONAL

Following Shiino and Frank et al. [7,32], we define a
Lyapunov functional I as

I = H

D
− S, (B1)

where S and H are expectations of the information entropy
and the energy, respectively, and D is the noise intensity.
If we define F = DI = H − DS, F can be considered
a generalized free energy. For the NLFPE approximat-
ing the original network model, S and H are given as
follows:

S = −
∑

ℓ

r(ℓ)
∫

P (x,t ; ℓ) ln P (x,t ; ℓ)dx,

(B2)

H =
∑

ℓ

r(ℓ)
∫

P (x,t ; ℓ)

{

V0(x) + ϵℓ

2⟨k⟩
∑

m

mr(m)
∫

P (y,t ; m)
(x − y)2

2
dy

}

dx,

where V0(x) is the potential defined in Eq. (13). This gives

I =
∑

ℓ

r(ℓ)
∫

P (x,t ; ℓ)
[

ln P (x,t ; ℓ) + V0(x)
D

]
dx + ϵ

2D⟨k⟩
∑

ℓ

ℓr(ℓ)
∑

m

mr(m)
∫∫

P (x,t ; ℓ)P (y,t ; m)
(x − y)2

2
dxdy,

(B3)

which we presented as Eq. (15) in the main text. Below we show that this I is a Lyapunov functional of the system, i.e., I
decreases monotonically as the system evolves and reaches a minimum value when the system becomes stationary, following the
treatment by Frank et al. [32].

To calculate the derivative of I , we additionally define the following two functions. The first function Q(x; k) is the probability
density function (PDF) of the NLFPE, i.e., Pst(x; k) of Eq. (13) with a self-consistent mean field x∗. The second function is the
inverse of the normalization constant of Q(x; k), which can be expressed as

z̃Q(k) = Q̃(x; k)
Q(x; k)

, (B4)

i.e., Q(x; k) = Q̃(x; k)/z̃Q(k), where Q̃(x; k) is a stationary PDF of the NLFPE without normalization,

Q̃(x; k) = exp

[

−V0(x)
D

− ϵk

D⟨k⟩
∑

m

mr(m)
∫

Q(y; m)
(x − y)2

2
dy

]

= exp

[

−V0(x)
D

− ϵk
(x − x∗)2

2D
− ϵk

D⟨k⟩
∑

m

mr(m)
∫

Q(y; m)
(x∗ − y)2

2
dy

]

. (B5)

Since the last term in the second line is constant, we can see that Q̃(x; k) is proportional to Eq. (13) with ⟨x⟩ = x∗. Thus, the
inverse of the normalization constant can be expressed as

z̃Q(k) = exp [−V0(x)/D]
f [Q(x; k); k]

, (B6)

where f [Q(x; k); k] is defined as

f [Q(x; k); k] = Q(x; k) exp

[
ϵk

D⟨k⟩
∑

m

mr(m)
∫

Q(y; m)
(x − y)2

2
dy

]

. (B7)

This function projects Q(x; k) onto a stationary PDF (∝exp[−V0(x)/D]) of the uncoupled Fokker-Planck equation, i.e., Eq. (12)
with ϵ = 0 [32]. Thus, the potential V0(x) can be expressed as

V0(x) = −D ln{z̃Q(k)f [Q(x; k); k]}. (B8)
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Using the functions z̃Q(k) and f [Q(x; k); k] defined above, H can be written as

H = −D
∑

ℓ

r(ℓ)
∫

P (x,t ; ℓ) ln{z̃Q(ℓ)f [Q(x; ℓ); ℓ]}dx + ϵ

2⟨k⟩
∑

ℓ

ℓr(ℓ)
∑

m

mr(m)
∫∫

P (x,t ; ℓ)P (y,t ; m)
(x − y)2

2
dxdy

= −D
∑

ℓ

r(ℓ)
∫

P (x,t ; ℓ) ln f [Q(x; ℓ); ℓ]dx − D
∑

ℓ

r(ℓ) ln z̃Q(ℓ)

+ ϵ

2⟨k⟩
∑

ℓ

ℓr(ℓ)
∑

m

mr(m)
∫∫

P (x,t ; ℓ)P (y,t ; m)
(x − y)2

2
dxdy, (B9)

where we used
∫

P (x,t ; ℓ)dx = 1. Thus, the functional I can be written as

I [P (x,t ; k),Q(x; k)]= ϵ

2D⟨k⟩
∑

ℓ

ℓr(ℓ)
∑

m

mr(m)
∫∫

P (x,t ; ℓ)P (y,t ; m)
(x − y)2

2
dxdy +

∑

ℓ

r(ℓ)
∫

P (x,t ; ℓ) ln P (x,t ; ℓ)dx

−
∑

ℓ

r(ℓ)
∫

P (x,t ; ℓ) ln f [Q(x; ℓ); ℓ]dx −
∑

ℓ

r(ℓ) ln z̃Q(ℓ). (B10)

Here, the last term is a finite constant independent of x, so it can be removed without violating the conditions of the Lyapunov
functional.

We now prove that I [P (x,t ; k),Q(x; k)] is a Lyapunov functional, i.e., I satisfies the following conditions:

d

dt
I ! 0,

d

dt
= 0 ⇔ P (x,t ; k) = Pst(x; k), I > −∞. (B11)

First, let us confirm that I decreases monotonously. Differentiating I by the time t yields

d

dt
I (t) = ϵ

D⟨k⟩
∑

ℓ

ℓr(ℓ)
∑

m

mr(m)
∫∫

∂P (x,t ; ℓ)
∂t

P (y,t ; m)
(x − y)2

2
dxdy

+
∑

ℓ

r(ℓ)
∫

∂P (x,t ; ℓ)
∂t

ln P (x,t ; ℓ)dx −
∑

ℓ

r(ℓ)
∫

∂P (x,t ; ℓ)
∂t

ln f [Q(x; ℓ); ℓ]dx

=
∑

ℓ

r(ℓ)
∫

∂P (x,t ; ℓ)
∂t

{
ϵℓ

D⟨k⟩
∑

m

mr(m)
∫

P (y,t ; m)
(x − y)2

2
dy + ln P (x,t ; ℓ) − ln f [Q(x; ℓ); ℓ]

}

dx, (B12)

where we used
∫
{∂P (x,t ; k)/∂t}dx = (d/dt)

∫
P (x,t ; k)dx = 0. By plugging P (x,t ; k) as Q(x; k) into Eq. (B7), we obtain

ln P (x,t ; k) + ϵk

D⟨k⟩
∑

m

mr(m)
∫

P (y,t ; m)
(x − y)2

2
dy = ln f [P (x,t ; k); k]. (B13)

Thus, Eq. (B12) can be simplified as

d

dt
I (t) =

∑

ℓ

r(ℓ)
∫

∂P (x,t ; ℓ)
∂t

ln
{

f [P (x,t ; ℓ); ℓ]
f [Q(x; ℓ); ℓ]

}
dx. (B14)

Here, ∂P/∂t can be expressed using the NLFPE Eq. (12) as

∂P (x,t ; k)
∂t

= − ∂

∂x
P (x,t ; k)

{

h(x) + ϵk

[
∑

m

m

⟨k⟩
r(m)

∫
yP (y,t ; m)dy

}

− x

]

+ D
∂2

∂x2
P (x,t ; k)

= − ∂

∂x
P (x,t ; k)

{

h(x) − ϵk

⟨k⟩
∑

m

mr(m)
∫

(x − y)P (y,t ; m)dy − D
∂

∂x
ln P (x,t ; k)

}

= − ∂

∂x
P (x,t ; k)

{
h(x) − D

∂

∂x
ln f [P (x,t ; k); k]

}
, (B15)

where h(x) = x − x3 can be expressed as

h(x) = −∂V0(x)
∂x

= D
∂

∂x
{ln z̃Q(k) + ln f [Q(x; k); k]} = D

∂

∂x
ln f [Q(x; k); k]. (B16)

Using Eq. (B16), Eq. (B15) can be expressed as follows:

∂P (x,t ; k)
∂t

= D
∂

∂x
P (x,t ; k)

∂

∂x
ln

{
f [P (x,t ; k); k]
f [Q(x; k); k]

}
. (B17)
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Therefore, we can show that the Lyapunov functional I decreases monotonously with time, i.e.,

d

dt
I (t) = D

∑

ℓ

r(ℓ)
∫ [

∂

∂x
P (x,t ; ℓ)

∂

∂x
ln

{
f [P (x,t ; ℓ); ℓ]
f [Q(x; ℓ); ℓ]

}]
ln

{
f [P (x,t ; ℓ); ℓ]
f [Q(x; ℓ); ℓ]

}
dx

= D
∑

ℓ

r(ℓ)
[
P (x,t ; ℓ)

(
∂

∂x
ln

{
f [P (x,t ; ℓ); ℓ]
f [Q(x; ℓ); ℓ]

})
ln

{
f [P (x,t ; ℓ); ℓ]
f [Q(x; ℓ); ℓ]

}]∞

−∞

−D
∑

ℓ

r(ℓ)
∫

P (x,t ; ℓ)
(

∂

∂x
ln

{
f [P (x,t ; ℓ); ℓ]
f [Q(x; ℓ); ℓ]

})
∂

∂x
ln

{
f [P (x,t ; ℓ); ℓ]
f [Q(x; ℓ); ℓ]

}
dx

= −D
∑

ℓ

r(ℓ)
∫

P (x,t ; ℓ)
[

∂

∂x
ln

{
f [P (x,t ; ℓ); ℓ]
f [Q(x; ℓ); ℓ]

}]2

dx ! 0. (B18)

Next, we show that dI
dt

= 0 ⇔ P (x,t ; k) = Pst(x; k). Since it is clear that P (x,t ; k) = Pst(x; k) ⇒ dI
dt

= 0, we only show its
converse. From Eq. (B18),

∂

∂x
ln

{
f [P (x,t ; k); k]
f [Q(x; k); k]

}
= 0 (B19)

should hold for arbitrary k and x when dI
dt

= 0. Namely f [P (x,t ; k); k]/f [Q(x; k); k], which can be expressed as

f [P (x,t ; k); k]
f [Q(x; k); k]

= z̃Q(k)P (x,t ; k) exp

[
V0(x)

D
+ ϵk

D⟨k⟩
∑

m

mr(m)
∫

P (y,t ; m)
(x − y)2

2
dy

]

, (B20)

should be constant. Thus, P (x,t ; k) should satisfy

P (x,t ; k) ∝ exp

[

−V0(x)
D

− ϵk

D⟨k⟩
∑

m

mr(m)
∫

P (y,t ; m)
(x − y)2

2
dy

]

∝ exp
[
−V0(x)

D
− ϵk

(x − ⟨x⟩)2

2D

]
, (B21)

which gives the stationary PDF Pst(x; k) of Eq. (13). As we argued in Sec. IV A, Pst(x; k) should satisfy ⟨x⟩ = x∗. When
the system is in the ordered phase, two values of x∗ are possible and the NLFPE can possess two different stationary PDFs,
P

(1)
st (x; k) = Q(x; k) and P

(2)
st (x; k). A stationary PDF Pst(x; k) corresponds to either of these stationary PDFs and may not agree

with Q(x; k). See Frank et al. [32] for details.
Finally, we show that I > −∞. Using ⟨x⟩ = (1/⟨k⟩)

∑
m mr(m)

∫
yP (y,t ; m)dy and (x − y)2 = (x − ⟨x⟩)2 + 2(x −

⟨x⟩)(⟨x⟩ − y) + (⟨x⟩ − y)2, it can be shown that

1
⟨k⟩

∑

m

mr(m)
∫

P (y,t ; m)
(x − y)2

2
dy = (x − ⟨x⟩)2

2
+ (x − ⟨x⟩)

(

⟨x⟩ − 1
⟨k⟩

∑

m

mr(m)
∫

yP (y,t ; m)dy

)

+ 1
⟨k⟩

∑

m

mr(m)
∫

P (y,t ; m)
(⟨x⟩ − y)2

2
dy

= (x − ⟨x⟩)2

2
+ 1

⟨k⟩
∑

m

mr(m)
∫

(⟨x⟩ − y)2

2
P (y,t ; m)dy. (B22)

Thus, the Lyapunov functional of Eq. (15) can be rewritten as

I [P (x,t ; k),Q(x; k)] =
∑

ℓ

ℓr(ℓ)
∫

P (x,t ; ℓ)

{

ϵ
(x − ⟨x⟩)2

4D
+ ϵ

2D⟨k⟩
∑

m

mr(m)
∫

P (y,t ; m)
(⟨x⟩ − y)2

2
dy

}

dx

+
∑

ℓ

r(ℓ)
∫

P (x,t ; ℓ) ln P (x,t ; ℓ)dx +
∑

ℓ

r(ℓ)
∫

P (x,t ; ℓ)
V0(x)

D
dx

=
∑

ℓ

ℓr(ℓ)
∫

P (x,t ; ℓ)ϵ
(x − ⟨x⟩)2

4D
dx +

∑

m

mr(m)
∫

P (y,t ; m)ϵ
(⟨x⟩ − y)2

4D
dy

+
∑

ℓ

r(ℓ)
∫

P (x,t ; ℓ) ln P (x,t ; ℓ)dx +
∑

ℓ

r(ℓ)
∫

P (x,t ; ℓ)
V0(x)

D
dx

=
∑

ℓ

r(ℓ)
∫

P (x,t ; ℓ)
{

V0(x)
D

+ ϵℓ
(x − ⟨x⟩)2

2D

}
dx +

∑

ℓ

r(ℓ)
∫

P (x,t ; ℓ) ln P (x,t ; ℓ)dx. (B23)
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By introducing

P ′(x; ℓ) = 1
zP ′(ℓ)

exp
[
−V0(x)

D
− ϵℓ

(x − ⟨x⟩)2

2D

]
(B24)

with a normalization constant zP ′(ℓ)−1, which does not necessarily satisfy the self-consistency condition, I can further be
rewritten as

I [P (x,t ; k),Q(x; k)] = −
∑

ℓ

r(ℓ)
∫

P (x,t ; ℓ){ln P ′(x; ℓ) + ln zP (ℓ)}dx +
∑

ℓ

r(ℓ)
∫

P (x,t ; ℓ) ln P (x,t ; ℓ)dx

=
∑

ℓ

r(ℓ)
∫

P (x,t ; ℓ) ln
P (x,t ; ℓ)
P ′(x; ℓ)

dx −
∑

ℓ

r(ℓ) ln zP ′(ℓ), (B25)

where the first term is a non-negative Kullback-Leibler divergence of P ′(x; ℓ) from P (x,t ; ℓ) [7,32,46,52]. From this equation,
I [P (x,t ; k),Q(x; k)] " −

∑
ℓ r(ℓ) ln zP (ℓ) > −∞ follows.
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