Spectral analysis of the Koopman operator for partial differential equations
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ABSTRACT
We provide an overview of the Koopman-operator analysis for a class of partial differential equations describing relaxation to a stable stationary state. We introduce Koopman eigenfunctionals of the system and use the notion of conjugacy to develop spectral expansion of the Koopman operator. For linear systems such as the diffusion equation, the Koopman eigenfunctionals can be expressed as linear functionals of the field variable. The notion of inertial manifolds is shown to correspond to joint zero level sets of Koopman eigenfunctionals, and the notion of isostables is defined as the level sets of the slowest decaying Koopman eigenfunctional. Linear diffusion equation, nonlinear Burgers equation, and nonlinear phase-diffusion equation are analyzed as examples.
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The Koopman-operator approach to nonlinear dynamical systems has received considerable attention recently, which focuses on the evolution of the observables rather than on the system state itself and provides a rigorous method for globally linearizing the system dynamics. However, many studies of the Koopman-operator analysis have focused only on finite-dimensional dynamical systems described by ordinary differential equations or maps, though the framework was originally set in the operator-theoretic approach to dynamical systems. Recent developments in the operator-theoretic approach to dynamical systems have provided new perspectives on the analysis of their properties. By using eigenfunctions of the Koopman operator originally introduced in the 1930s, which describes evolution of observables rather than the system state itself, the system dynamics can often be decomposed into linearly independent Koopman modes even if the system is nonlinear. In particular, if the dynamics is ergodic but non-chaotic, the spectrum of the Koopman operator in properly defined spaces does not contain (absolutely or singularly) continuous parts and the observable of the system can be represented as a linear combination of eigenfunctions associated with discrete eigenvalues of the Koopman operator. In this sense, the Koopman-operator approach gives a general method for rigorously linearizing nonlinear dynamical systems, which can be used to develop new methods for the analysis and control of their behavior.

When the system exhibits stable limit-cycle oscillations, the Koopman operator of the system, restricted to the space of $L^2$ functions on a circle, has a “basic” pair of pure imaginary eigenvalues (as well as integer multiples of these) and the level set of the associated eigenfunction gives the isochron (equal-phase set) of the limit cycle, a key concept in the classical phase reduction theory for limit-cycle oscillators that gives foliation of the system dynamics around the limit-cycle solution. In a similar spirit, it has recently been proposed that the Koopman eigenfunction associated with the largest eigenvalue can be used to define the isostable for a dynamical system converging to a stable fixed point, which is the set of system states that share equal-timing approach to the stable fixed point.

In formulating the Koopman-operator analysis, the dynamical systems studied so far have mainly been restricted to finite-dimensional systems described by ordinary differential equations (ODE’s) or maps, though the framework was originally set in the...
general context of nonlinear evolution equations in the Hilbert space including partial differential equations (PDE’s) (see Sec. 3.1 of Ref. 21 where Koopman modes are defined). However, as recently discussed in several papers, the Koopman-operator analysis and the notion of isostables can also be generalized to infinite-dimensional dynamical systems described by PDE’s.\textsuperscript{20,21,22,23} Also, though not in the context of the Koopman-operator analysis, the extension of the notion of the isochron to PDE’s has been discussed in the phase reduction analysis of rhythmic–diffusion systems.\textsuperscript{24}

For a system described by a PDE, the system state is a field variable and thus the state space can be infinite-dimensional. Accordingly, the notion of the Koopman eigenfunction of the system state for finite-dimensional systems should be generalized to eigenfunctional of the field variable. The aim of this paper is to provide an overview of the Koopman-operator analysis for a general class of PDE’s describing relaxation of the system state to a stable stationary state (fixed point) in the simple case. The key to our analysis here is the definition of Koopman eigenfunctionals. It is shown that, by introducing Koopman eigenfunctionals of the system states, the Koopman-operator analysis can naturally be generalized to such PDE’s on the basis of nonlinear functional analysis.\textsuperscript{25}

We use the idea of conjugacy, which has been used in the Koopman mode decomposition earlier in the context of ordinary differential equations\textsuperscript{22,25} and data fusion,\textsuperscript{26} to develop spectral expansion of the Koopman operator. We also discuss the relationship of spectral expansions of Koopman operators for PDE’s to the concept of inertial manifolds\textsuperscript{23,26–28} and argue that under certain conditions, the inertial manifolds can be obtained as zero level sets of Koopman eigenfunctionals, enabling their computation. These ideas are exemplified using conjugacy between linear diffusion equation and nonlinear Burgers and phase-diffusion equations.

Although the dynamic mode decomposition (DMD),\textsuperscript{22,23,25,26} which is closely related to the Koopman-operator analysis, has widely been used for analyzing spatiotemporal dynamics of PDE’s in recent years, explicit formulations of the Koopman-operator theory for PDE’s have yet to be developed. Our aim in this paper is to provide an overview of the Koopman-operator approach to PDE’s in the simple case, which would serve as a starting point for more rigorous mathematical analysis as well as to various applications of the Koopman-operator analysis for PDE’s that arise in various areas of science and engineering.

This paper is organized as follows. In Sec. II, the Koopman formalism for PDE’s whose solution converges to a uniform stationary state is introduced. In Sec. III, Koopman eigenfunctionals of linear PDE’s are derived and three examples of solvable linear and nonlinear PDE’s are analyzed in the context of conjugacy and compared with numerical simulations. Section IV gives a summary, and the Appendix provides the details of the calculations.

II. KOOPMAN-OPERATOR FORMALISM

A. System dynamics

For simplicity, we consider a spatially one-dimensional, autonomous scalar PDE,

\[
\frac{\partial}{\partial t} u(x, t) = \mathcal{F}\{u(x, t)\}, \quad (1)
\]

where \( u \in C \) is the system state, i.e., the field variable representing a spatial pattern of the system, \( t \in \mathbb{R} \) is the time, and \( x \in [0, L] \) is the spatial coordinate. The space \( C \) is an appropriate function space on \( [0, L] \), such as \( L^2([0, L]) \) of square-integrable functions. The right-hand side \( \mathcal{F} \) describes the dynamics of the system, which includes functions of \( u(x, t) \) and its partial derivatives. We assume appropriate boundary conditions at \( x = 0 \) and \( x = L \), such as Dirichlet, Neumann, or cyclic. We also assume that Eq. (1) has an exponentially stable and isolated stationary uniform solution \( u_0(x) = 0 \) \((0 \leq x \leq L)\), satisfying \( \mathcal{F}\{u_0(x)\} = 0 \). If \( u_0(x) \) is non-uniform, we redefine \( u(x, t) - u_0(x) \) as new \( u(x, t) \). We denote the basin of attraction of this stationary solution as \( B \subseteq C \).

In this paper, we simply assume that Eq. (1) with given boundary conditions is well-posed and has a unique solution for a given initial condition. We focus on the basin of attraction of an isolated stationary solution. If Eq. (1) has multiple stationary solutions, the analysis should be performed separately for each basin of attraction. The validity of these assumptions has to be individually analyzed for given PDE’s.

In Sec. III, we consider the diffusion equation

\[
\mathcal{F}\{u(x, t)\} = \frac{\partial^2 u(x, t)}{\partial x^2}, \quad (2)
\]

the Burgers equation

\[
\mathcal{F}\{u(x, t)\} = -u(x, t) \frac{\partial u(x, t)}{\partial x} + \frac{\partial^2 u(x, t)}{\partial x^2}, \quad (3)
\]

and the nonlinear phase-diffusion equation

\[
\mathcal{F}\{u(x, t)\} = \frac{\partial^2 u(x, t)}{\partial x^2} + \left( \frac{\partial u(x, t)}{\partial x} \right)^2, \quad (4)
\]

as examples, which are mutually conjugate in the sense explained later.

B. Koopman operator and infinitesimal generator

In the Koopman-operator analysis, evolution of the observables of the system rather than the system state itself is focused on.\textsuperscript{24} Even if the system dynamics is nonlinear, the evolution of the observables is described by a linear Koopman operator. For ODE’s, the observable is generally a nonlinear function that maps the system states represented by finite-dimensional vectors to complex values. For PDE’s, the observable is generally a nonlinear functional that maps the system states represented by functions, i.e., field variables, to complex values. For rigorous mathematical foundations of the nonlinear functional analysis, see Ref. 25.

For systems described by PDE’s, the observable of the system is given by an observation functional

\[
g[u] : B \rightarrow C \quad (5)
\]

of the field variable \( u \in B \). Evolution of the observable is described by a Koopman operator \( \mathcal{U} \), satisfying

\[
\mathcal{U}g[u] = g[\mathcal{S}u], \quad (6)
\]

where \( \mathcal{U}g \) is the observable at time \( t \) starting from \( g \) at time \( 0 \) and \( \mathcal{S}u \) is the field variable at \( t \) starting from \( u \) at time \( 0 \), respectively. Here,
\[ S:\mathbb{R}\to\mathbb{R} \text{ is the flow of the PDE (1), which satisfies} \]
\[ S' u(x,s) = u(x,s+t) \]  
(7)

for arbitrary \( s \) and \( t \). It is clear that \( U^0 \) is an identity, \( U^0 g[u] = g[S'u] = g[u], U^0 \) is a linear operator,
\[ U^0 (c_1 g_1[u] + c_2 g_2[u]) = c_1 g_1[S'u] + c_2 g_2[S'u] \]
\[ = c_1 U^0 g_1[u] + c_2 U^0 g_2[u] \]
(8)

for any \( c_1 \) and \( c_2 \), and \( U^0 \) is commutable, as \( g[S'S'u] = U^0 U^0 g[u] \) and \( g[S'S'u] = g[S'S'u] \) imply
\[ U^0 U^0 g[u] = U^0 U^0 g[u]. \]
(9)

The inverse operator \( U^{-t} = (U^0)^{-1} \) exists as long as the flow of the PDE (1) is a group over \( t \).

Infinitesimal evolution of a smooth observable \( U^0 g \) at \( t \) is represented as
\[ \frac{d}{dt} \{ U^0 g[u] \} = A \{ U^0 g[u] \}, \]
(10)

where the linear operator \( A \) is an infinitesimal generator of the Koopman operator \( U^0 \) given by
\[ Ag[u] = \lim_{t\to\infty} \frac{U^0 g[u] - g[u]}{t} = \int_0^t \mathcal{F}[u(x)] \delta g[u(x)] dx. \]
(11)

Here, \( \delta g[u]/\delta u(x) \) is a functional derivative of \( g[u] \) with respect to \( u(x) \) (see the Appendix for details). Using the generator \( A \), the action of the Koopman operator \( U^0 \) on the observable \( g[u] \) can be expressed as
\[ U^0 g[u] = \exp(A \tau) g[u] = \sum_{k=0}^{\infty} \frac{1}{k!} A^k g[u]. \]
(12)

\section*{C. Koopman eigenfunctionals}

Since \( U^0 \) is a linear operator, we can consider its eigenvalue \( \lambda \in \mathbb{C} \) and eigenfunctional \( \phi_\lambda[u] : \mathbb{R} \to \mathbb{C} \) satisfying
\[ U^0 \phi_\lambda[u] = \phi_\lambda[S'u] = e^{\lambda t} \phi_\lambda[u], \]
(13)

where \( \lambda \) rather than \( e^{\lambda t} \) is called the eigenvalue (this term is reserved for the generator \( A \) of \( U^0 \) introduced below). If \( \phi_\lambda[u] \) is an eigenfunctional associated with \( \lambda_1 \) and \( \phi_\lambda[u] \) is an eigenfunctional associated with \( \lambda_2 \), the product \( \phi_\lambda[u] \phi_m[u] \) is also an eigenfunctional associated with the eigenvalue \( \lambda_1 + \lambda_2 \) because
\[ U^0 (\phi_\lambda[u] \phi_m[u]) = \phi_\lambda[S'u] \phi_m[S'u] \]
\[ = e^{\lambda t} \phi_\lambda[u] e^{\lambda t} \phi_m[u] \]
\[ = e^{\lambda_1 t} \phi_\lambda[u] \phi_m[u]. \]
(14)

Similarly, \( \phi_\lambda^n[u] = (\phi_\lambda[u])^n \) is an eigenfunctional of \( U^0 \) with eigenvalue \( n\lambda \), and more generally
\[ \phi_\lambda^{k_1}[u] \phi_\lambda^{k_2}[u] \cdots \phi_\lambda^{k_n}[u], \]
(15)

with non-negative integers \( k_1, \ldots, k_n \) satisfying \( k_1 + \cdots + k_n > 0 \) is an eigenfunctional of \( U^0 \) associated with an eigenvalue \( \sum_{j=1}^n k_j \lambda_j \) for \( n = 2, 3, \ldots \).

A smooth eigenfunctional \( \phi_\lambda[u] \) of the Koopman operator \( U^0 \) is also an eigenfunctional of the generator \( A \), i.e.,
\[ A\phi_\lambda[u] = \lambda \phi_\lambda[u] \]
(16)

because
\[ A\phi_\lambda[u] = \lim_{t\to\infty} \frac{U^0 \phi_\lambda[u] - \phi_\lambda[u]}{t} \]
\[ = \lim_{t\to\infty} e^{\lambda t} \frac{1}{t} \phi_\lambda[u] = \lambda \phi_\lambda[u]. \]
(17)

For the stationary state \( u_0(x) \) satisfying \( \mathcal{F}[u_0(x)] = 0 \), \( S'u_0(x) = u_0(x) \) holds for any \( t \geq 0 \) and thus
\[ U^0 \phi_{\lambda_0}[u_0] = \phi_{\lambda_0}[S'u_0] = \phi_{\lambda_0}[u_0] \]
(18)

and
\[ A\phi_{\lambda_0}[u_0] = 0. \]
(19)

Therefore, \( \phi_{\lambda_0}[u_0] \) can take non-zero values only when \( \lambda = 0 \). As long as \( \lambda \neq 0 \) \( (e^{\lambda t} \neq 1) \), we have \( \phi_{\lambda_0}[u_0] = 0 \).

If the system has a conserved quantity represented by a functional \( h[u] \), then \( h[u] \) satisfies
\[ U^0 h[u] = h[S'u] = h[u] \]
(20)

and
\[ Ah[u] = 0. \]
(21)

Thus, \( h[u] \) is a Koopman eigenfunctional of \( U \) and \( A \) associated with a vanishing eigenvalue \( \lambda = 0 \) \( (e^{\lambda t} = 1) \).

Note that the system can generally possess two or more conserved quantities. For example, for the 2D Euler equation with appropriate boundary conditions, the energy (2nd moment of the velocity field) and enstrophy (2nd moment of the vorticity field) are both conserved and hence they are Koopman eigenfunctionals with eigenvalue \( 0 \).

\section*{D. Linear systems}

For linear PDE’s, we can derive an explicit formula for the Koopman eigenvalues and eigenfunctionals. Consider a linear PDE,
\[ \frac{\partial}{\partial t} u(x,t) = \mathcal{L} u(x,t), \]
(22)

where \( \mathcal{L} \) is a linear time-independent operator describing the evolution of the system. We introduce appropriate boundary conditions and assume that Eq. (22) has a stable, isolated, stationary uniform solution \( u_0(x) = 0 \) for \( 0 \leq x \leq L \). We assume that \( \mathcal{L} \) has a discrete spectrum with eigenvalues \( \lambda = \lambda_n \) \( (n = 1, 2, \ldots, N) \) with negative real part, where \( N \) can go to infinity. The case with zero eigenvalue is excluded because we consider an isolated stable stationary state. We denote the flow of Eq. (22) as
\[ S_{\mathcal{L}} = e^{\mathcal{L}t}, \]
(23)

and the corresponding Koopman operator as
\[ U_{\mathcal{L}} = \exp(A_{\mathcal{L}} t), \]
(24)

where \( A_{\mathcal{L}} \) is the generator of \( U_{\mathcal{L}} \).
We denote the eigenfunction of $L$ associated with eigenvalue $\lambda$ as $q_\lambda$, i.e.,

$$L q_\lambda(x) = \lambda q_\lambda(x),$$  \hspace{1cm} (25)$$
and the eigenfunctions of the adjoint operator $L^*$ of $L$ associated with eigenvalue $\bar{\lambda}$ as $w_\lambda$ (the overline indicates complex conjugate),

$$L^* w_\lambda(x) = \bar{\lambda} w_\lambda(x),$$  \hspace{1cm} (26)$$
where the adjoint operator $L^*$ of $L$ is defined with respect to the inner product $\int_a^b a(x)b(x)dx$ of two functions $a(x)$ and $b(x)$, and appropriate adjoint boundary conditions for $w_\lambda(x)$ should be introduced so that the bilinear concomitant vanishes.\(^3\)

Using $w_\lambda$ as a weight function, we introduce a linear functional

$$\phi_\lambda[u] = \int_a^b u(x)\overline{w_\lambda(x)}dx.$$  \hspace{1cm} (27)$$
This $\phi_\lambda[u]$ gives the eigenfunctional of the generator $A_L$ with eigenvalue $\lambda$ because

$$A_L \phi_\lambda[u] = \int \{L u(x)\} \frac{\delta \phi_\lambda[u]}{\delta u(x)}dx$$
$$= \int \{L u(x)\} \overline{w_\lambda(x)}dx$$
$$= \int u(x)\overline{L^* w_\lambda(x)}dx$$
$$= \overline{\lambda} \int u(x)\overline{w_\lambda(x)}dx = \overline{\lambda} \phi_\lambda[u]$$  \hspace{1cm} (28)$$
from Eqs. (11) and (16). The above $\phi_\lambda[u]$ is also an eigenfunctional of the Koopman operator $U_L$ because

$$U_L \phi_\lambda[u] = \phi_{\lambda_0}[S_L u] = \phi_{\lambda_0}[e^{\lambda_0 t}u]$$
$$= \int \{e^{\lambda_0 t}u(x)\} \overline{w_\lambda(x)}dx$$
$$= \int u(x)e^{\overline{\lambda_0} t} \overline{w_\lambda(x)}dx$$
$$= e^{\overline{\lambda_0} t} \int u(x)\overline{w_\lambda(x)}dx = e^{\overline{\lambda_0} t} \phi_\lambda[u].$$

In Sec. III, we derive Koopman eigenfunctionals for a linear diffusion equation using the above result.

E. Conjugacy

Generally, the spectrum of the Koopman operator $U$ may contain discrete and continuous parts. When the solution of the PDE converges to a stationary solution $u_0(x)$ globally and exponentially in some Banach space, the eigenvalues of $U$ have negative real part and, under certain conditions, they include the eigenvalues of the linearized operator of $F$ around $u_0(x)$. To show this, we introduce the notion of conjugacy.\(^3^3\)

Let $S_U$ and $U_U$ be the flow and Koopman operator for a PDE

$$\frac{\partial}{\partial t}u(x,t) = F[u(x,t)],$$  \hspace{1cm} (29)$$
and $S_V$ and $U_V$ be the flow and Koopman operator for another PDE

$$\frac{\partial}{\partial t}v(x,t) = G[v(x,t)],$$  \hspace{1cm} (30)$$
where $u \in C$ and $v \in C$ are the field variables and $F$ and $G$ describe their dynamics.

These two systems are conjugate when a diffeomorphism, i.e., smooth mapping

$$v = \Phi(u)$$  \hspace{1cm} (31)$$
such that

$$\Phi(S_U u) = S_V \Phi(u)$$  \hspace{1cm} (32)$$
exists. Suppose that $\phi_\lambda[v]$ is an eigenfunctional of $U_U$ with eigenvalue $\lambda$. Then,

$$U_U \phi_\lambda[v] = \phi_\lambda[S_U v] = \phi_\lambda[\Phi(S_U u)] = \phi_\lambda[\Phi(u)] = e^{\overline{\lambda} t} \phi_\lambda[v] = e^{\overline{\lambda} t} \phi_\lambda[\Phi(u)],$$  \hspace{1cm} (33)$$
so $\phi_\lambda[\Phi(u)]$ is an eigenfunctional of $U_U$ of the conjugate system with the same eigenvalue $\lambda$.

Now, assume that a fully nonlinear problem

$$\frac{\partial}{\partial t}u(x,t) = F[u(x,t)]$$  \hspace{1cm} (34)$$
has a stable stationary solution $u_0(x) = 0$ and split $F$ around $u_0(x)$ as

$$F[u(x,t)] = L u(x,t) + N[u(x,t)],$$  \hspace{1cm} (35)$$
where $L$ is a linearized operator of $F$ around $u_0(x) = 0$ and $N$ is a nonlinear part satisfying $N[u_0(x)] = 0$. We consider a linearized problem

$$\frac{\partial}{\partial t}v(x,t) = L v(x,t) = G[v(x,t)],$$  \hspace{1cm} (36)$$
and assume that $L$ has a discrete spectrum with eigenvalues $\lambda_n$ ($n = 1, 2, \ldots$) with negative real part.

As before, let $w_\lambda$ be the eigenfunctions of the adjoint operator $L^*$ of $L$, satisfying

$$L^* w_\lambda(x) = \overline{\lambda} w_\lambda(x).$$  \hspace{1cm} (37)$$
Then, the functional

$$\phi_\lambda[v] = \int v(x)\overline{w_\lambda(x)}dx$$  \hspace{1cm} (38)$$
is an eigenfunctional of the Koopman operator $U_U$ for the linear system Eq. (36) and satisfies

$$U_U \phi_\lambda[v] = \phi_\lambda[\Phi(e^{\lambda t}v)] = e^{\overline{\lambda} t} \phi_\lambda[v].$$  \hspace{1cm} (39)$$

Now suppose that the solutions of the original fully nonlinear problem Eq. (34) and the linearized problem Eq. (36) are conjugate,
i.e.,
\[ \Phi(S_y u) = e^{\lambda} \Phi(u), \tag{40} \]
where \( S_y \) is the flow of Eq. (34) and \( S_y = e^{\lambda} \) is the flow of Eq. (36). Then, from Eq. (33), if \( \phi_k[u] \) is an eigenfunctional of \( U_y \), with eigenvalue \( \lambda \), then \( \phi_k[\Phi(u)] \) is an eigenfunctional of \( U_y \) with the same eigenvalue \( \lambda \). Thus, the eigenvalue \( \lambda \) of the linearized operator \( \mathcal{L} \) is also an eigenvalue of the Koopman operator \( U_y \). These eigenvalues \( \lambda_1, \lambda_2, \ldots \) of the linearized operator \( \mathcal{L} \) and of the generator \( A \) will be called principal eigenfunctionals in the following discussion. They are sorted in decreasing order of their real part as \( 0 > \text{Re} \lambda_1 \geq \text{Re} \lambda_2 \geq \cdots \) as usual.

**F. Expansion of observables**

We here discuss the expansion of analytic observables by the principal Koopman eigenfunctionals. We consider a system
\[ \frac{\partial}{\partial t} u(x, t) = \mathcal{F}(u(x, t)), \tag{41} \]
with an exponentially stable stationary state \( u_0(x) = 0 \), and denote the linearized operator of \( \mathcal{F} \) around \( u_0(x) \) as \( \mathcal{L} \). We assume that the original and linearized systems are conjugate, and \( \mathcal{L} \) has a discrete spectrum with eigenvalues \( \lambda_j \) (\( j = 1, 2, \ldots \)) that accumulate only at infinity, \( \lim_{j \to \infty} \text{Re} \lambda_j = -\infty \). These eigenvalues are then the principal eigenvalues of the Koopman operator \( U_y \). We denote the eigenfunction of \( \mathcal{L} \) associated with \( \lambda_n \), as \( \phi_n \), the field variable \( u \) can be expressed as
\[ u(x, t) = \sum_{j=1}^{\infty} a_j(t) \phi_j(x), \tag{42} \]
where \( a_1, a_2, \ldots \) are the expansion coefficients.

Similarly to the case of ODE’s, the solution of the PDE \( u(x, t) \) converges to a globally and exponentially stable stationary solution \( u_0(x) = 0 \), a sufficiently smooth observable \( g[u] \) can be expanded as an infinite series over the set of Koopman eigenfunctionals \( \{\phi_n[u]\} \) with principal eigenvalues \( \{\lambda_n\} (n = 1, 2, \ldots, \infty) \) as
\[ g[u] = g[0] + \sum_{n=1}^{\infty} \frac{1}{n!} \sum_{j_1, j_2, \ldots, j_n = 1}^{\infty} c_{j_1, j_2, \ldots, j_n} \phi_{j_1}[u] \phi_{j_2}[u] \cdots \phi_{j_n}[u], \tag{43} \]
where \( c_{j_1, j_2, \ldots, j_n} \) are expansion coefficients determined by functional derivatives of \( g[u] \). See the Appendix for the derivation and explicit expression for the coefficients.

Evolution of the observable \( g[u] \) can be expressed as
\[ U_y g[u] = g[0] + \sum_{n=1}^{\infty} \frac{1}{n!} \sum_{j_1, j_2, \ldots, j_n = 1}^{\infty} c_{j_1, j_2, \ldots, j_n} \phi_{j_1}[u] \phi_{j_2}[u] \cdots \phi_{j_n}[u], \tag{44} \]
where the summation is taken over all discrete eigenvalues. Thus, by regarding the Koopman eigenfunctionals as new coordinates, dynamics of the system can be decomposed into linear independent components.

In particular, if the observable is chosen as
\[ g_x[u] = u(x), \tag{45} \]
where the subscript \( x \) indicates that the observable \( g_x[u] \) gives the value of the function \( u \) at \( x \), i.e., the field variable \( u(x) \) itself, the evolution of the system state can be expressed as
\[ u(x, t) = g_x[S_y u] = U_y g_x[u] = \sum_{n=1}^{\infty} \frac{1}{n!} \sum_{j_1, j_2, \ldots, j_n = 1}^{\infty} d_{j_1, j_2, \ldots, j_n} \phi_{j_1}[u] \phi_{j_2}[u] \cdots \phi_{j_n}[u] \tag{46} \]

where \( g_x[u] = u_0(x) = 0 \) is used and \( d_{j_1, j_2, \ldots, j_n}(x) \) are \( x \)-dependent expansion coefficients of the observable \( g_x[u] \), called the Koopman modes.

Here, we give a lemma, which is useful for considering the inertial manifolds and model reduction of the PDE.

**Lemma.** Let the real parts \( \sigma_j \) of the eigenvalues of \( \mathcal{L} \) satisfy \( \lim_{j \to \infty} \sigma_j = -\infty \), and let there be no finite accumulation points of the spectrum in the left half of the complex plane. Let \( D < 0 \). Then, the number of eigenvalues of the Koopman operator \( U_y \) such that \( \sigma_j > D \) is finite.

**Proof.** There is the smallest \( K \) such that \( \sigma_K < D \) for \( k \geq K \). Also, for any \( \sigma_j > \sigma_K \), there is a positive integer \( n \) such that \( n \sigma_j < D \).

Since the eigenvalues of the Koopman eigenfunctional take the form \( \sum_{j=1}^{n} k_j \lambda_j \), where \( k_j \geq 0 \) (\( j = 1, \ldots, n \)), the number of eigenvalues whose real parts are bigger than \( D \) is finite. \( \square \)

**G. Inertial manifold and isostables**

Using Eq. (46), we can introduce the notion of inertial manifold \( \mathcal{M}^{n_\infty} \) and isostable \( \mathcal{I}^{n_\infty} \) of the system. The existence of the inertial manifold has been discussed for several classes of PDE’s such as reaction–diffusion systems. Also, the notion of isostable has recently been applied to the control of ODE’s and PDE’s \(^{14,15,19,20} \) and also for phase-amplitude reduction of limit-cycling systems \(^{16,17,18} \).

The inertial manifold of the system is a finite-dimensional smooth manifold \( \mathcal{M} \), which satisfies \( S_y \mathcal{M} \subset \mathcal{M} \) for \( t > 0 \) and exponentially attracts all solutions of the system (hence \( \mathcal{M} \) includes the globally stable stationary state). When the Koopman eigenfunctionals of the system are known, the inertial manifold can be defined as joint zero level sets of the Koopman eigenfunctionals other than the one associated with the largest eigenvalue. \(^{19} \) The isostable of a stable stationary state is the set of system states that share the same asymptotic convergence to the stationary state, i.e., that converge to the stationary state with the same timing as \( t \to \infty \). The isostable can be defined as a level set of the Koopman eigenfunctional associated with the eigenvalue with the largest real part. \(^{15,18,20} \)
Thus, the level set of the Koopman eigenfunctionals of the evolving system state actually gate and illustrate by direct numerical simulations that the values of examples of linear and nonlinear PDE's that are mutually conju-
gate and linearized dynamics. 

The above construction of the 1st Koopman mode is essentially proportional to the eigenfunction $q_1(x)$ of $\mathcal{L}$. At sufficiently large $t$, the system state $u(x,t)$ is close to $u_0(x)$ and approximately obeys a linearized dynamics $\partial u(x,t)/\partial t = \mathcal{L} u(x,t)$. Thus, the solution of sufficiently large $t$ is dominated by the slowest decaying mode $q_1(x)$ with the largest $\lambda_1$, as $u(x,t) \approx a_1(t) e^{\lambda_1 t}$, where $a_1$ is a constant, and the 1st Koopman mode $d_1(x)$ can be obtained from the field variable $u(x,t)$ by

$$d_1(x) \phi_1[u] = \lim_{t \to \infty} [u(x,t) e^{-\lambda_1 t}] = a_1 q_1(x),$$

i.e., $d_1(x) \propto q_1(x)$.

Similarly, if $\lambda_1$ and $\lambda_2$ are complex conjugate mutually, then we have $0 > \text{Re} \lambda_1 = \text{Re} \lambda_2 > \text{Re} \lambda_3 \geq \cdots$. We thus have a two-dimensional inertial manifold in this case, which can be defined as

$$\mathcal{M} = \{u(x) \in \mathcal{D} | \phi_{a,2}[u] = 0, \forall n \geq 3\},$$

and the evolution of the system state on the two-dimensional inertial manifold $\mathcal{M}$ can be expressed as

$$u(x,t) = d_1(x) e^{\lambda_1 t} \phi_{a,1}[u] + d_2(x) e^{\lambda_2 t} \phi_{a,2}[u] + d_{1,2}(x) e^{(\lambda_1 + \lambda_2) t} \phi_{a,1}[u] \phi_{a,2}[u] + \cdots.$$
then

\[ \phi_n[u] = \int_0^L u(x) \cos\left(\frac{n\pi}{L} x\right) dx \quad (62) \]

is an eigenfunctional of \( A_D \) with the eigenvalue \( \lambda \).

The eigenvalues of \( L^2 = \mathcal{L}^* \) are given by real numbers

\[ \lambda_n = - \left( \frac{n\pi}{L} \right)^2, \quad (63) \]

and the weight functions \( w_n(x) \) can be taken as

\[ w_n(x) = \cos(\sqrt{\lambda_n} x) = \cos\left(\frac{n\pi}{L} x\right), \quad (64) \]

where \( n = 1, 2, \ldots \). Note that the zero eigenvalue does not arise.

Therefore, the Fourier-cosine transform of \( u \),

\[ \phi_n^D[u] = \int_0^L u(x) \cos\left(\frac{n\pi}{L} x\right) dx \quad (65) \]

for \( n = 1, 2, \ldots \), gives the principal Koopman eigenfunctional of the linear diffusion equation (53) with the boundary conditions (54), where the Koopman eigenvalue \( \lambda_n \) is given in Eq. (63). Indeed, from Eq. (28), we have

\[ A_D \phi_n^D[u] = \int u(x) \left\{ \frac{\partial^2}{\partial x^2} \cos\left(\frac{n\pi}{L} x\right) \right\} dx \]

\[ = - \left( \frac{n\pi}{L} \right)^2 \int u(x) \cos\left(\frac{n\pi}{L} x\right) dx \]

\[ = \lambda_n \phi_n^D[u]. \quad (66) \]

The inertial manifold \( \mathcal{I} \) of the system is given by a set of functions satisfying \( \phi_n^D[u] = 0 \) for \( n \geq 2 \). From Eq. (65), this is simply a function space spanned by \( \cos(\pi x/L) \). Similarly, the isostable characterizing asymptotically convergent to the stationary state is given by the level set of \( \phi_n^D[u] = \int_0^L u(x) \cos(\pi x/L) dx \), i.e., by the 1st Fourier-cosine coefficient of the field variable.

In Fig. 1, the numerical results for the linear diffusion equation (53) with \( L = 20 \) are presented. Figure 1(a) shows several snapshots of the field variable \( u(x, t) \) during the relaxation to the stationary state \( u_0(x) = 2 \) (which is subtracted in the theory as mentioned before). Figure 1(b) plots the values of

\[ \phi_n^D[S_n^D u] = \int_0^L u(x, t) \cos\left(\frac{n\pi}{L} x\right) dx \quad (67) \]

as a function of time \( t \) for \( n = 1, \ldots, 5 \). The exponential decay of the data points indicates that \( \phi_n^D \) actually satisfies the eigenvalue equation

\[ \phi_n^D[S_n^D u] = U_n^D \phi_n^D[u] = e^{\lambda_n} \phi_n^D[u]. \quad (68) \]

The Koopman eigenvalues evaluated numerically from the slopes of the data in Fig. 1(b) are plotted in Fig. 4, which agree well with the theoretical values given in Eq. (63), as expected.

2. Dirichlet boundary conditions

We next consider a linear diffusion equation on \([0, L]\),

\[ \frac{\partial}{\partial t} v(x, t) = \frac{\partial^2}{\partial x^2} v(x, t), \quad (69) \]

where \( v(x, t) \) is the field variable, with inhomogeneous Dirichlet boundary conditions

\[ v(0, t) = a, \quad v(L, t) = b, \quad (70) \]

where \( a \) and \( b \) are real constants. In this case, Eq. (69) has a stationary solution

\[ v_0(x) = a + \frac{b - a}{L} x. \quad (71) \]
B. Burgers equation

As the first example of the nonlinear PDE, we consider the viscous Burgers equation, which is exactly solvable. The Koopman operator and related analysis for the Burgers equation has been discussed by Kutz et al.,12 Page and Kerswell,13 Peitz and Klus,10 Wilson and Djouadi,14 and Balaban et al.15 In Refs. 22 and 23, the spectrum and Koopman modes have been analyzed by using DMD and kernel methods. In Ref. 40, model reduction and control of the Burgers equation is discussed, and in Ref. 36, isostable reduction for control of the Burgers equation is performed. In Ref. 41, rigorous mathematical analysis on the Koopman operator of the Burgers equation is performed. Here, we present the results on the Koopman eigenvalues and eigenfunctionals of the Burgers equation in the context of conjugacy with the linear diffusion equation.

The viscous Burgers equation can be expressed as

$$\frac{\partial}{\partial t}z(x,t) = -z(x,t) \frac{\partial}{\partial x}z(x,t) + \frac{\partial^2}{\partial x^2}z(x,t)$$

(80)

after rescaling, where $z(x,t)$ is the field variable on $[0, L]$. We assume homogeneous Dirichlet boundary conditions,

$$z(0,t) = z(L,t) = 0.$$ 

(81)

In this case, the field variable $z(x,t)$ converges to a stable stationary state $z_0(x) = 0$ as $t \to \infty$ after transient. We denote the flow, Koopman operator, and generator of the Koopman operator of this system as $S_t$, $U_t^\ast$, and $A_\ast$, respectively.

It is well known that the Burgers equation and linear diffusion equation are related via the Hopf–Cole transformation,12,13

$$z(x,t) = -2 \int_0^x \frac{v(x,t)}{\partial x} \, dx = -2 \frac{1}{v(x,t)} \frac{\partial}{\partial x}v(x,t),$$

(82)

$$v(x,t) = c(t) \exp \left(-\frac{1}{2} \int_0^x z(y,t) \, dy\right),$$

(83)

where the coefficient $c(t)$ should be chosen appropriately so that $v(x,t)$ obeys the diffusion equation. Namely, if $z(x,t)$ satisfies Eqs. (80) and (81), then $v(x,t)$ satisfies the linear diffusion equation

$$\frac{\partial}{\partial t}v(x,t) = \frac{\partial^2}{\partial x^2}v(x,t),$$

(84)

with the Neumann boundary conditions

$$\frac{\partial v}{\partial x}(0,t) = \frac{\partial v}{\partial x}(L,t) = 0,$$

(85)

and if $v(x,t)$ satisfies Eqs. (84) and (85), then $z(x,t)$ satisfies the Burgers equation (80) with the Dirichlet boundary conditions (81). Thus, the Hopf–Cole transformation gives the mapping $\Phi$ of conjugacy in Eq. (40).

Substituting Eq. (83) into Eq. (84), it turns out that $c(t)$ should satisfy

$$\frac{d}{dt} \ln c(t) = \frac{1}{2} \left( -\frac{\partial z(x,t)}{\partial x} \bigg|_{x=0} + \frac{1}{2} z(0,t)^2 \right).$$

(86)

In the present case with the Dirichlet boundary conditions for $z(x,t)$, the above equation is satisfied by

$$c(t) = \left( \int_0^L \exp \left( -\frac{1}{2} \int_0^x z(y,t) \, dy \right) \, dx \right)^{-1}.$$ 

(87)
The solution \( v(x, t) \) of Eq. (84) with Eq. (85) approaches a constant \( v_\infty \) as \( t \to \infty \),

\[
v_\infty = \lim_{t \to \infty} v(x, t) = \lim_{t \to \infty} c(t) = \frac{1}{L},
\]

and by introducing a new field variable

\[
u(x, t) = v(x, t) - v_\infty,
\]

\( \nu(x, t) \) satisfies Eqs. (53) and (54) and \( \nu(x, t) \to 0 \) as \( t \to \infty \), for which Eq. (65) gives the Koopman eigenfunctional. Therefore, we find that the functional

\[
\phi_n^\nu[z] = \int_0^L \left\{ c[z] \exp \left( -\frac{1}{2} \int_0^x z(y)dy \right) - v_\infty \right\} \times \cos \left( \frac{n\pi}{L} x \right) dx,
\]

with

\[
c[z] = \left( \int_0^L \exp \left( -\frac{1}{2} \int_0^x z(y)dy \right) dx \right)^{-1}
\]

giving the principal Koopman eigenfunctional of the Burgers equation (80) with the Dirichlet boundary conditions (81) satisfying

\[
\phi_n^\nu[S_n z] = U_n \phi_n^\nu[z] = c_n^{\nu} \phi_n^\nu[z],
\]

where we represented the coefficient \( c(t) \) as a functional \( c[z] \) of the field variable \( z \). Because of the conjugacy, the associated eigenvalues \( \lambda_n \) are the same as those for the linear diffusion equation with Neumann boundary conditions,

\[
\lambda_n = -\left( \frac{n\pi}{L} \right)^2 \quad (n = 1, 2, \ldots).
\]

The inertial manifold \( \mathcal{S} \) for the Burgers equation is given by a set of functions \( z \) satisfying \( \phi_n^\nu[z] = 0 \) for \( n \geq 2 \), and the isostables are given by the level sets of \( \phi_n^\nu[z] \).

Figure 2(a) shows several snapshots of the field variable \( z(x, t) = S_n z(x, 0) \) of the Burgers equation with \( L = 20 \) during relaxation to the stationary solution obtained by direct numerical simulations. It can be seen that the peak of \( z(x, t) \) gradually moves to the right due to advection and then decays to zero due to viscosity. Figure 2(b) plots the values of \( \phi_n^\nu[S_n z] \) \( (n = 1, 2, \ldots, 5) \) given in Eqs. (90) and (91) with respect to \( t \) during the relaxation, which exhibit clear exponential decay despite the nonlinear evolution of \( z(x, t) \), indicating that Eq. (92) is actually satisfied. The Koopman eigenvalues evaluated numerically from the slopes of the data points in Fig. 2(b) are plotted in Fig. 4, which agree well with the theoretical values [Eq. (93)].

In Ref. 22, Page and Kerswell reported that the Koopman eigenvalues are highly degenerate, namely, the multiplicity of the Koopman eigenvalue increases quickly with \( n \). This is because the products of principal Koopman eigenfunctionals are also Koopman eigenfunctionals and because the eigenvalues, Eq. (93), have quite a simple quadratic dependence on \( n \). In such cases, due to the same reason, the expansion of the field variable in Eq. (46) will be composed of a number of different Koopman eigenfunctionals with the same growth rate.

In Ref. 44, a modified Burgers equation, which exhibits a pitchfork bifurcation, is considered and an explicit expression of the center manifold near the bifurcation point is derived. Though not discussed in the present study, the Koopman-operator approach can also be developed for PDE’s possessing a center manifold and, when spectral expansions exist, we can use it for uniquely constructing the center manifold in a similar way to the inertial manifold discussed in this study (see Sec. III of Ref. 6). It would then be insightful to compare the results obtained by the standard center manifold theory and that obtained by the newly developed Koopman-operator approach.

C. Nonlinear phase-diffusion equation

As the second example of the nonlinear PDE, we consider a “nonlinear phase-diffusion equation” on [0, \( L \]), which describes the dynamics of the phase field of self-oscillatory media, such as the
propagation and collision of phase waves. It is given by
\[
\frac{\partial}{\partial t} y(x, t) = \frac{\partial}{\partial x} y(x, t) + \left( \frac{\partial}{\partial x} y(x, t) \right)^2
\]
(94)
after rescaling, where \(y(x, t)\) is the field variable representing local phase of an oscillatory medium and the natural frequency of the medium is subtracted without loss of generality. The above equation also gives the deterministic part of the Kardar–Parisi–Zhang equation describing stochastic growth of rough interfaces. We assume inhomogeneous Dirichlet boundary conditions,
\[
y(0, t) = q, \quad y(L, t) = p.
\]
(95)
We denote the flow, Koopman operator, and generator of the Koopman operator of this system as \(S^t_n\), \(U^t_n\), and \(A_n\), respectively.

As shown in Ref. 13, the phase-diffusion equation (94) is closely related to the Burgers equation, and by introducing a new field variable
\[
v(x, t) = \exp y(x, t),
\]
(96)
it transforms into the linear diffusion equation (69) with the inhomogeneous Dirichlet boundary conditions, Eq. (70) with \(a = e^{q}\) and \(b = e^{p}\). The stationary solution Eq. (71) for the linear diffusion equation corresponds to a stationary solution
\[
y_0(x) = \frac{1}{b} \ln \left( \frac{e^{q} - e^{p}}{L} x \right)
\]
(97)
of the nonlinear phase-diffusion equation (94).

Thus, from Eq. (79) for the principal Koopman eigenfunctional of the linear diffusion equation with Dirichlet boundary conditions and Eq. (96) for the conjugacy, we obtain
\[
\phi^p_n[y] = \int \left( \exp y(x) - \exp y_0(x) \right) \sin \left( \frac{n \pi x}{L} \right) dx
\]
(98)
as the Koopman eigenfunctional of \(U^t_n\) and \(A_n\) of the nonlinear phase-diffusion equation associated with eigenvalue
\[
\lambda_n = -\left( \frac{n \pi}{L} \right)^2 \quad (n = 1, 2, \ldots),
\]
(99)
satisfying
\[
\phi^p_n[S^t_n y] = U^t_n \phi^p_n[y] = e^{\lambda_n} \phi^p_n[y].
\]
(100)
As before, the inertial manifold \(\mathcal{M}\) for the nonlinear phase-diffusion equation is given by a set of functions satisfying \(\phi^p_n[y] = 0\) for \(n \geq 2\), and the isostables are given by the level sets of \(\phi^p_n[y]\).

Figure 3(a) shows several snapshots of the field variable \(y(x, t) = S^t_n y(x, 0)\) during relaxation to the stationary solution \(y_0(x)\) of the nonlinear phase-diffusion equation with \(L = 40\) obtained by direct numerical simulations. The phase field converges to a stationary pattern determined by the boundary conditions. Figure 3(b) plots the values of \(\phi^p_n[S^t_n y] (n = 1, 2, \ldots, 5)\) with respect to \(t\), which again exhibit clear exponential decay despite nonlinear evolution of \(y(x, t)\) and indicate that Eq. (100) is actually satisfied. The Koopman eigenvalues evaluated numerically from the slopes of the data points in Fig. 3(b) are plotted in Fig. 4, which agree well with the theoretical values. Because of the conjugacy, the eigenvalues of the nonlinear phase-diffusion equation coincide with those of the diffusion equation as well as the Burgers equation.

IV. SUMMARY

We have shown that the spectral Koopman-operator formalism can formally be generalized to a PDE describing relaxation of the system state to a stationary state by introducing the concept of the Koopman eigenfunctionals. Using exactly solvable examples of linear and nonlinear PDE’s (treated via conjugacy), we have illustrated that the system can be decomposed into independent Koopman modes, and the dynamics of the system can be described by a set of linear equations for them. We have also provided the general definition of isostables for a class of PDE’s and the inertial manifolds by using level sets of Koopman eigenfunctionals. These results have been illustrated for three PDE’s that are mutually conjugate, namely, the diffusion equation, Burgers equation, and nonlinear phase-diffusion equation.
APPENDIX: FUNCTIONAL TAYLOR SERIES AND EXPANSION OF OBSERVABLES

In this appendix, the definition of the functional derivatives and the derivation of the expansion of analytic observables are informally given using physics notations. Mathematical theories on Banach calculus can be found in Refs. 25, 49, and 50.

1. Functional derivatives

The functional derivative \( \frac{dg[u]}{du(x)} \) of a smooth functional \( g[u] \) by \( u(x) \) is defined by a Gâteaux derivative as

\[
\frac{dg[u + \epsilon \eta]}{du(x)} \bigg|_{\epsilon = 0} = \int g[u] \frac{\delta u(x)}{\eta(x)} dx,
\]

where \( \eta(x) \) is a test function. The left-hand side of Eq. (A1) is explicitly given by

\[
\frac{dg[u + \epsilon \eta]}{du(x)} \bigg|_{\epsilon = 0} = \lim_{\epsilon \to 0} \frac{g[u + \epsilon \eta] - g[u]}{\epsilon}.
\]

The generator \( A \) of the Koopman operator \( U_t \) can be derived using this expression as

\[
A g[u] = \lim_{\tau \to 0} \frac{U^\tau g[u] - g[u]}{\tau}
\]

\[
= \lim_{\tau \to 0} \frac{g[S^\tau u] - g[u]}{\tau}
\]

\[
= \lim_{\tau \to 0} \frac{g[u + \tau \mathcal{F}[u(x)] + O(\tau^2)] - g[u]}{\tau}
\]

\[
= \lim_{\tau \to 0} \frac{dg[u + \tau \mathcal{F}[u(x)]]}{d\tau} \bigg|_{\tau = 0}
\]

\[
= \int_0^1 \frac{\delta g[u]}{\delta u(x)} \mathcal{F}[u(x)] dx,
\]

where we used

\[
S^\tau u(x) = u(x) + \tau \mathcal{F}[u(x)] + O(\tau^2)
\]

for sufficiently small \( \tau \).

Similarly, higher-order functional derivatives of a smooth functional \( g[u] \) by \( u(x) \) are defined by the Taylor expansion of \( g[u + \epsilon \eta] \) in \( \epsilon \) around \( \epsilon = 0 \),

\[
g[u + \epsilon \eta] = g[u] + \left. \frac{d g[u + \epsilon \eta]}{d \epsilon} \right|_{\epsilon = 0} \epsilon
\]

\[
+ \frac{1}{2} \left. \frac{d^2 g[u + \epsilon \eta]}{d \epsilon^2} \right|_{\epsilon = 0} \epsilon^2 + \cdots
\]

\[
= \sum_{m=0}^\infty \frac{1}{m!} \left. \frac{d^m g[u + \epsilon \eta]}{d \epsilon^m} \right|_{\epsilon = 0} \epsilon^n,
\]

where the \( n \)th expansion coefficient gives the \( n \)th order functional derivative of \( g[u] \) evaluated at \( u(x) \),

\[
\left. \frac{d^n g[u + \epsilon \eta]}{d \epsilon^n} \right|_{\epsilon = 0} = \int g(\eta(x_1)) \cdot \cdots \cdot g(\eta(x_n))
\]

\[
\times \frac{\delta^n g[u]}{\delta u(x_1) \delta u(x_2) \cdots \delta u(x_n)} dx_1 dx_2 \cdots dx_n.
\]
Chaos

Note that
\[
\frac{d^n g[u + \epsilon \eta]}{d \epsilon^n} \bigg|_{\epsilon = 0} = g'[u]
\]
when \(n = 0\).

Setting \(\epsilon = 1\) in the above expression, the functional Taylor expansion of \(g[u + \eta]\) about \(u\) is given by
\[
g[u + \eta] = g[u] + \int \frac{\delta g[u]}{\delta u(x_1)} \eta(x_1) dx_1 + \frac{1}{2!} \int \frac{\delta^2 g[u]}{\delta u(x_2) \delta u(x_1)} \eta(x_1) \eta(x_2) dx_1 dx_2 + \cdots
\]
\[
= g[u] + \sum_{n=1}^{\infty} \frac{1}{n!} \int \frac{\delta^n g[u]}{\delta u(x_1) \cdots \delta u(x_n)} \eta(x_1) \cdots \eta(x_n) dx_1 dx_2 \cdots dx_n.
\]

(A8)

For a finite Taylor series of functionals, see, e.g., Ref. 50.

2. Derivation of the expansion of \(g[u]\)

We consider the system equation (41) with an exponentially stable stationary state \(u_0(x) = 0\). We assume that the linearized operator \(L\) of \(F\) around \(u_0(x) = 0\) has a discrete spectrum of eigenvalues \(\{\lambda_i\}\), where \(\lim_{\infty} Re \lambda_i = -\infty\) and this is the only accumulation point. We denote by \(\phi_{\lambda_i}[u]\) a Koopman eigenfunctional associated with \(\lambda_i\).

We assume that the observation functional \(g[u]\) is analytic and can be expanded in functional Taylor series around \(u = 0\) as
\[
g[u] = \sum_{n=0}^{\infty} \frac{1}{n!} \int \frac{\delta^n g[u]}{\delta u(x_1) \cdots \delta u(x_n)} \eta(x_1) \cdots \eta(x_n) dx_1 dx_2 \cdots dx_n,
\]

(A9)

where the functional derivatives are evaluated at \(u(x) = u_0(x) = 0\).

By using the Koopman eigenfunctionals, we introduce new variables from the field variable \(u(x)\) as
\[
y_i = \phi_{\lambda_i}[u] \quad (i = 1, 2, \ldots),
\]

(A10)

each of which satisfies \(dy_i/dt = \lambda_i y_i\) from Eq. (17). When \(u(x) = u_0(x) = 0\), we have \(y_i = \phi_{\lambda_i}[0]\) for all \(i\) because \(u_0(x) = 0\) is exponentially stable and, therefore, \(Re \lambda_i < 0\). We assume that the field variable \(u(x)\) can be expressed inversely using these new variables as
\[
u(x) = V_s(y_1, y_2, \ldots) \quad (0 \leq x \leq L),
\]

(A11)

where \(V_s\) is a \(x\)-dependent function satisfying \(V_s(0, 0, \ldots) = u_0(x)\).

We assume that the field variable \(u(x) = V_s(y_1, y_2, \ldots)\) can be expanded around \((y_1, y_2, \ldots) = (0, 0, \ldots)\) as
\[
u(x) = \sum_j \frac{\partial V_s}{\partial y_j} y_j + \frac{1}{2!} \sum_{jk} \frac{\partial^2 V_s}{\partial y_j \partial y_k} y_j y_k
\]
\[
+ \frac{1}{3!} \sum_{jkl} \frac{\partial^3 V_s}{\partial y_j \partial y_k \partial y_l} y_j y_k y_l + \cdots,
\]

(A12)

where the partial derivatives of \(V_s(y_1, \ldots, y_n)\) are evaluated at \((y_1, y_2, \ldots) = (0, 0, \ldots)\) and each of \(j, k,\) and \(l\) runs from 1 to \(\infty\). Plugging this expression into the functional Taylor expansion of \(g[u]\) in Eq. (A9), we obtain
\[
g[u] = g[0] + \int dx_1 \frac{\delta g[u]}{\delta u(x_1)} \left\{ \sum_j \frac{\partial V_s}{\partial y_j} \right\} y_j + \frac{1}{2!} \sum_{jk} \frac{\partial^2 V_s}{\partial y_j \partial y_k} y_j y_k
\]
\[
+ \frac{1}{2!} \int dx_1 dx_2 \frac{\delta^2 g[u]}{\delta u(x_1) \delta u(x_2)} \left\{ \sum_{jkl} \frac{\partial^3 V_s}{\partial y_j \partial y_k \partial y_l} y_j y_k y_l + \cdots \right\}
\]
\[
+ \frac{1}{2!} \int dx_1 dx_2 dx_3 \frac{\delta^3 g[u]}{\delta u(x_1) \delta u(x_2) \delta u(x_3)} \left\{ \sum_{ijklm} \frac{\partial^4 V_s}{\partial y_j \partial y_k \partial y_l \partial y_m} y_j y_k y_l y_m + \cdots \right\} + \cdots.
\]

(A13)

Thus, the observation functional \(g[u]\) can be expanded using the Koopman eigenfunctionals as
\[
g[u] = g[0] + \sum_{j} \phi_{\lambda_j}[u] \int \frac{\delta g[u]}{\delta u(x_1)} \frac{\partial V_s}{\partial y_j} dx_1
\]
\[
+ \frac{1}{2!} \sum_{jkl} \phi_{\lambda_j}[u] \phi_{\lambda_k}[u] \int \frac{\delta^2 g[u]}{\delta u(x_1) \delta u(x_2)} \frac{\partial^2 V_s}{\partial y_j \partial y_k} dx_1 dx_2
\]
\[
+ \frac{1}{2!} \int \frac{\delta^2 g[u]}{\delta u(x_1) \delta u(x_2)} \frac{\partial V_s}{\partial y_j} dx_1 dx_2
\]
\[
+ \frac{1}{3!} \sum_{ijkl} \phi_{\lambda_i}[u] \phi_{\lambda_j}[u] \phi_{\lambda_k}[u] \int \frac{\delta^3 g[u]}{\delta u(x_1) \delta u(x_2) \delta u(x_3)} \frac{\partial^3 V_s}{\partial y_j \partial y_k \partial y_l} dx_1 dx_2 dx_3
\]
\[
+ \cdots
\]

(A14)
where $c_{i_{1,2,\ldots,n}}$ are the expansion coefficients. The first three of them are given by

$$c_i = \int \frac{\delta g[u]}{\delta u(x_i)} \frac{\partial V_{s_1}}{\partial y_{i_1}} \, dx_1,$$

$$(A15)$$

$$c_{j_{1,2}} = \int \frac{\delta g[u]}{\delta u(x_1)} \frac{\partial^2 V_{s_1}}{\partial y_{i_1} \partial y_{i_2}} \, dx_1 + \int \frac{\delta^2 g[u]}{\delta u(x_1) \delta u(x_2)} \frac{\partial V_{s_1}}{\partial y_{i_1}} \frac{\partial V_{s_2}}{\partial y_{i_2}} \, dx_1 \, dx_2,$$

$$(A16)$$

$$c_{i_{1,2,3}} = \int \frac{\delta g[u]}{\delta u(x_1)} \frac{\partial V_{s_1}}{\partial y_{i_1}} \, dx_1 + \frac{3}{2} \int \frac{\delta^2 g[u]}{\delta u(x_1) \delta u(x_2)} \left( \frac{\partial V_{s_1}}{\partial y_{i_1}} \frac{\partial^2 V_{s_2}}{\partial y_{i_2} \partial y_{i_3}} + \frac{\partial V_{s_1}}{\partial y_{i_2}} \frac{\partial^2 V_{s_2}}{\partial y_{i_1} \partial y_{i_3}} \right) \, dx_1 \, dx_2 + \int \frac{\delta^2 g[u]}{\delta u(x_1) \delta u(x_2) \delta u(x_3)} \, dx_1 \, dx_2 \, dx_3,$$

$$(A17)$$

and can further be calculated in a similar way.
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35. This result can easily be generalized for periodic attractors, where instead of claiming the number of eigenvalues is finite in a subset of left half plane, we can claim the number is finite in a rectangular subset of the complex plane that includes the imaginary axis and 0 on its right boundary.